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APPLICATION OF NEW TECHNIQUES TO ORELA NEUTRON TRANSMISSION 
MEASUREMENTS AND THEIR UNCERTAINTY ANALYSIS: THE CASE OF 

NATURAL NICKEL FROM 2 keV TO 20 MeV 

D. C. Larson, N. M. Larson, J. A. Harvey, N. W. Hill, and C. H. Johnson 

The neutron transmission through a 2.54-cm sample of natural nickel has been measured for neutron 
energies between 2 keV and 20 MeV. The Oak Ridge Electron Linear Accelerator (ORELA) was used 
to provide the neutrons which were detected at the 200-m flight path by a NE110 proton recoil detec- 
tor. A selective gating system was utilized to minimize background effects due to large light-level 
events which produce phototube afterpulsing and long decay-constant light emission in the detector. A 
detailed discussion of the development of this system is given. 

Known background sources are described, and the methods used to correct for these backgrounds 
are presented. An in-depth uncertainty analysis is given for this measurement, with explicit formulas 
derived for each effect contributing to the cross-section uncertainty. Parameter uncertainties and corre- 
lations among the parameters describing the backgrounds, deadtime, and other sources of uncertainty 
are given. To obtain a covariance matrix for this measurement, the final cross-section results are 
binned into 15 energy groups, and a covariance matrix is provided for this 15-group set. We find that 
the largest contributions to the cross-section uncertainty are due to sample properties, beam monitors 
(used to normalize sample-in and sample-out counts), and ORELA power variations during the run 
which affect the deadtime correction. Overall uncertainties in the cross section for this measurement 
are on the order of 2%. The resulting cross sections are compared with the ENDFIB-V file for nickel; 
many resonances not presently in the file are observed, and energy-scale differences are noted. 

1. INTRODUCTION 

It has been realized for some time that the evaluated neutron total cross section for nickel is in disa- 
greement with thick sample shielding benchmark measurements (WE82). Comparisons of calculated 
results (using ENDFIB-V) with the measured transmission through 15.2 cm and 30.5 cm of nickel 
imply that the evaluated cross section is as much as 20% too large in the energy region from 1.0 to 1.4 
MeV and 10% too large up to 3 MeV. The "broomstick" series of shielding benchmarks (MA76) are 
particularly sensitive to cross-section minima since thick samples are used. These discrepancies are 
assumed to result mainly from a lack of high-resolution data needed to better define the cross-section 
minima associated with s-wave resonances. 

In addition to this benchmark discrepancy, the data from which the resolved resonance parameters, 
F,, were obtained have relatively poor energy resolution by today's standards. A new high-resolution 
measurement should provide a better set of resonance parameters and allow the resolved resonance 
region to be extended in energy from its present upper limit of 650 keV. The present high-resolution 
measurement of the neutron transmission through a sample of natural nickel is an attempt to resolve 
the benchmark discrepancy, as well as provide a uniform set of data from --2 keV to 20 MeV for use 
in the next ENDFIB update. 



The purpose of this report is (a) to document in detail the newly developed experimental procedure 
and data reduction techniques, (b) to provide for the first time a detailed variance-covariance analysis 
of our transmission measurements, and (c) to provide a graphical comparison with the present 
ENDFIB-V evaluation. 

In Section 2 we describe the experimental procedure used for this measurement. Section 3 presents 
a discussion of the backgrounds present in this work, and our techniques for evaluating them. We also 
describe a source of background to which we have not been sensitive in the past - phototube afterpuls- 
ing phenomena. Finally, we describe the hydrogen total cross-section measurements which were done to 
check our data-acquisition scheme. In Section 4 we describe our data-reduction techniques, including 
deadtime corrections, background removal, and conversion to cross sections. Section 5 is a detailed 
description of the uncertainty analysis for this measurement, including derivation of equations for all 
known non-zero entries in the covariance matrix for this measurement. In Section 6 we present our 
nickel total cross-section results compared with the ENDFIB-V evaluation, as well as results of the 
variance-covariance uncertainty analysis. Finally, in Section 7 a summary of the work is presented, and 
conclusions are drawn. 

Appendices A and B contain derivations of the deadtime and neutron intensity variation corrections 
used in this work, Appendix C describes deadtime corrections required in determining the uncertainty 
associated with the neutron monitor which is used to normalize the sample-in and sample-out spectra, 
and Appendix D is a microfiche listing of our averaged cross-section data and associated uncertainties. 

2. EXPERIMENTAL PROCEDURE 

The 200-m flight path of the Oak Ridge Electron Linear Accelerator (ORELA) was used for the 
measurement. The accelerator was run using a repetition rate of 780 Hz at an electron burst width of 
7.5 + 0.5 ns with 8 kW of power on the target. The beryllium-clad, water-cooled tantalum target was 
used for the neutron production. A 7.9-cm-thick rectangular (5.4 by 4.8 cm) shadow bar, consisting of 
2.9 cm uranium, 2.5 cm thorium, and 2.5 cm tantalum, was located in the beam at 4 m. A 7.6-cm- 
diam brass collimator was used at 9 m so the detector was illuminated by neutrons both from the tan- 
talum and from the surrounding cooling-water moderator. The 1820-g natural-nickel sample was cylin- 
drical in shape with a diameter of 10.2 cm and a length of 2.54 cm, giving a sample thickness of 0.2304 
atomslb. It was cut from 10.2-cm-diam round hot forged bar stock, ASTM Grade 160 (A grade). The 
specifications for this grade of nickel are a minimum nickel content of 99.97% (by weight), a cobalt 
content of less than 0.001%, and less than 0.02% C, 0.005% Fe, and less than 0.001% total additional 
impurities. A chemical analysis for impurities was done as a check and the results, while less sensitive 
than the impurity specifications, showed that any impurities present were less than 0.1% by weight. 
Filters used in the beam included 3.8 cm of uranium to diminish the effect in the detector of the 
gamma flash produced when the electron beam strikes the target and a 300-mg/cm2 'OB filter to elimi- 
nate overlap of low-energy neutrons from preceding bursts. Data acquisition was under computer con- 
trol with the sample being alternated in and out of the beam by the computer approximately every 10 
minutes for a total of 106 hours of beam time. Averaged over the measurement, about 1.4 counts/burst 
were accepted for the sample-in cycle and 1.9 countslburst for the sample-out cycle. A neutron moni- 
tor, located in the concrete wall surrounding the target, was used to normalize the sample-in and 
sample-out data to the same neutron source intensity. 

Neutron energies are determined by the time-of-flight technique. The start signal for the time- 
digitizer system is taken from a bare phototube placed in the linac target vault to view the gamma flash 



resulting from the electron burst. Stop pulses for the digitizer are neutron events in the remote detec- 
tor. The gamma flash is also observed at the remote detector and provides a fiducial time for determin- 
ing neutron energies. 

The width of the time-of-flight channels is adjusted with the data-acquisition program so there are 
at least three channels per resolution width over the neutron energy range of interest in the experiment. 
This scheme minimizes the number of channels used for an experiment by crunching neutron energy 
regions, where the cross section is approximately energy independent, into a few wide channels. The 
measurements reported in this paper were performed using 60,000 channels varying in width from 1 ns 
to 1 psec, the wider bins being used at long flight times to determine the time-independent background. 
Table 1 presents the time-of-flight channel structure used for the nickel measurements. 

Table 1. Time-of-flight chamel structure 
Number of Channel width Time-of-flight Energy Range 
Channels (nsec) range (psec) (kev) 

34,836 1 0 -  34 3 x lo5- 183 
7,000 2 34 - 48 183 - 9 2  
8,000 4 48 - 80 92 - 33 
5,000 16 8 0 -  160 33 - 8.3 
2,000 200 160 - 560 8.3 - 0.68 
3,164 (574)' 1000 560 - 3724 (1 134) 0.68 - 0.16 
aThe numbers in parentheses correspond to the number of channels 

and time actually utilized before the system was disabled to wait for the 
next burst. 

A block diagram of the important electronic components is shown in Fig. 1. We will only sketch its 
operation here. The reasons for this electronics arrangement will be presented in Sect. 3 where back- 
ground determinations are discussed. The fast signal from the Zener base of the RCA-8854 phototube 
is fed into an active amplifier fanout and then into four constant-fraction discriminators. Each discrim- 
inator has a different lower bias level, with bias 1 having the lowest level and bias 4 the highest. Figure 
2 is a diagram of the bias-level concept used in our measurements. These output signals are fed into an 
OR circuit, and the delayed output is used as the stop for the clock. Cable lengths are carefully chosen 
between the fanout and the OR gate so timing signals from each discriminator are consistent. If the 
pulse height is such that it is between bias levels 1 and 2, the signal is shaped, passes through one sec- 
tion of a strobe coincidence, sets tag 4 in the clock, and is stored in the "bias 1" spectrum in the data- 
acquisition computer. If the pulse height from the detected event falls between bias levels 2 and 3, tag 
3 is set in the clock and the count is stored in the bias-2 spectrum. However, if this pulse height is 
identified in time as being an event from the gamma flash, the electronics on the right-hand side of the 
clock prevents any further counts from that burst to be stored. If the count is later than the gamma 
flash, further counts from that burst can be registered. If the pulse height falls between bias levels 3 
and 4, the operation is the same as for the bias-2 spectrum case, except the count is stored in the bias-3 
spectrum. If the pulse height is greater than the bias4 level, the count is stored in the bias4 spectrum, 
and the remainder of the electronics to the right of the clock prevents further counts being accepted 
from that burst regardless of when the primary bias4 spectrum pulse occurs. The reason for the spe- 
cial treatment of gamma-flash events in biases 2 and 3 and all events in bias 4 is related to backgrounds 
caused by afterpulsing in the detector system initiated by large light-level events. This will be discussed 
in detail in Sect. 3.2. 
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Fig. 2. Schematic diagram of the "bias level" concept used for crude pulse height analysis. If a sig- 
nal is below the discriminator setting on the CFD for bias 1, it is rejected. This bias is adjusted to 
respond to light levels corresponding to 1 to 2 photoelectrons. If the signal is larger than the bias-1 
discriminator, but below the bias-2 discriminator, it is registered as a count in the appropriate time-of- 
flight channel of the "bias-1" spectrum. Similarly, if the signal is larger than the bias-1 and bias-2 
discriminator settings, but below the bias-3 level, the count is stored in the "bias-2"spectrum. A pulse 
height larger than bias levels 1, 2, and 3, but smaller than 4, is registered as a count in the '!bias-3" 
spectrum. Finally, a pulse height larger than all four discriminator settings is registered in the '!bias4" 
spectrum. Thus high-energy neutrons (as evidenced by their t-o-f) can be stored in any of the bias spec- 
tra, but low energy neutrons can only be stored in the low bias spectra. If a pulse height is registered in 
bias i, but not the lower biases, it is tagged as a false event and stored elsewhere. 



3. BACKGROUND DETERMINATION 

Since the neutron flux from ORELA is a maximum in the region from a few keV to a few MeV, 
measurements frequently concentrate on this energy range. However, detectors to cover this energy 
range need to be improved. Lithium glass detectors rapidly lose efficiency above a few keV, and 
organic scintillators have been used mostly above 100 keV. Past measurements at ORELA have util- 
ized both detector types. A number of improvements in extending the useful energy range of organic 
scintillators to lower neutron energies have been made in the last few years. Some of these results for 
NEllO scintillators will now be discussed. 

Before approximately 1978, our measurements (LA76) generally used a discriminator to reject 
events which produced less than three or four photoelectrons per neutron event, corresponding to a few 
tens of keV neutron energy. However, since these detection processes are statistical, lower energy neu- 
trons would occasionally produce enough photoelectrons to register an event. Therefore, we were able 
to measure cross sections for neutron energies down to 10-20 keV, although with poor statistics. 
Improved low-noise photomultiplier tubes and electronics have encouraged the effort to lower the 
discriminator bias to the lowest possible limit (between 1 and 2 photoelectrons per event), making it 
possible to detect recoiling protons from neutrons of only a few keV in energy. However, when this was 
tried, new sources of background appeared which were not observed in the older measurements. Much 
work has been done to isolate the sources of these backgrounds, remove them where possible, and 
develop a data-acquisition scheme which minimizes the residual backgrounds while, at the same time, 
preserving a reasonable counting rate. Prior to this nickel measurement (and succeeding measurements 
for molybdenum and titanium), a number of studies were made to determine the lower neutron-energy 
limit for which useful data could ,be reliably measured. These efforts will be documented in this report 
for completeness, although the development work is continuing. 

3.1 USE OF DISCRIMINATORS TO ISOLATE BACKGROUNDS 

For work described in this report, the detector consisted of a 1.9-cm-thick by 10.2-cm-diam piece of 
NEllO plastic scintillator, coupled to a RCA-8854 phototube. This phototube was selected for photo- 
cathode uniformity, quantum efficiency, and low afterpulsing. As in previous measurements (LA76), 
four separate contiguous t-o-f spectra are simultaneously measured for both sample-in and sample-out 
to help isolate background sources. Each spectrum is characterized by a different lower cutoff on the 
pulse height from the scintillator. These are referred to as "bias levels" in this work. Figure 3a illus- 
trates spectra for each of the four bias levels as a function of channel number, and Fig. 3b relates the 
channel number to neutron energy and time-of-flight. In terms of proton recoil energy, bias 1 covers 
the energy range from just above the noise background to about 150 keV; bias 2 covers from 150 to 600 
keV; bias 3 covers from 600 keV to 2 MeV; and bias 4 covers from 2 MeV up to -30 MeV. The 
corresponding neutron energy regions are not well defined since the recoiling protons have a broad 
energy distribution and the pulse-height resolution of the NEl10 plastic is rather poor. Absolute values 
for thresholds of the four bias levels could be related to energies of known gamma-ray sources, but we 
have found it easier operationally simply to describe the biases by the neutron energies at which the 
spectra cross over with equal intensity. For the present measurement, the cross-over for biases 1 and 2 
occurs .at 170 keV, for biases 2 and 3 at 560 keV, and for biases 3 and 4 at 1870 keV. Each bias group 
is further described by giving the minimum neutron energy which can produce a pulse from a proton 
recoil and thereby be registered in that bias. For bias 1, the neutron energy cutoff is -0.8 keV; bias 2 
has no counts for neutron energies less than 45 keV; the bias 3 cutoff is 300 keV; and the bias 4 cutoff 
is 1.2 MeV. Since a recoil proton energy distribution is approximately uniform up to an energy equal 
to the incident neutron energy, a high-energy neutron can be registered in any of the four biases, but a 
low-energy neutron can be registered only in biases corresponding to cutoffs noted above. To extend the 
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Channel Number x 1000 

Fig. 3b. Plot of neutron energy and time-of-flight as a function of channel number. 



energy range of the detected neutrons as low as possible, the bias-1 discriminator must be set in the 
vicinity of one photoelectron. Difficulties with extending organic scintillators to low energies are dis- 
cussed in refs. HA79 and RE78. In studying this extension to low-neutron energies, it became apparent 
that there was some source of small pulses which caused data in the lowest two bias levels to be wrong. 
Investigation of this phenomenon demonstrated that it was due to afterpulsing in the detector system. 
A number of studies were made to understand this phenomenon and, for completeness, will be described 
here in some detail. 

3.2 DETECTOR AFTERPULSING STUDIES 

To understand the time distribution of the afterpulses, a 6 0 ~ o  source (1.17-MeV and 1.33-MeV 
gamma rays) was placed near the detector. One TDC-100 time digitizer (clock) was started by a pulse 
generator to simulate the linac pulse and was stopped by the output of a discriminator set to trigger 
only for the top 10% of the 6 0 ~ o  pulse-height distribution. For this clock, the deadtime was set at 32 
psec under the assumption that afterpulsing effects had disappeared by 32 psec following detection of 
the large light-level event. A valid stop from this first clock was used to start a second TDC-100 clock. 
This same valid stop, in conjunction with a variable delay and width, was also used to enable the analy- 
sis period for the second clock. The second clock used additional discriminators set at the typical levels 
of bias 1 and bias 2 as stops. The afterpulses per legitimate primary pulse were counted in this variable 
width time window which was opened only if there was a large light-level primary pulse. Data were 
taken step-by-step as the time window was moved from nearly zero to 100-psec delay. The background 
of true coincident initial pulses was subtracted. The results of this measurement are shown in Fig. 4 
where the afterpulses per initial pulse per psec time window are plotted as a function of time after ini- 
tial pulse. Results are shown for biases 1 and 2 since the measurement showed negligible effects in 
biases 3 and 4. The sharp peak at 1.1 psec is generated by backstreaming ions which originate at or 
near dynode 1 and produce electrons upon impact with the photocathode. The peaks at 3.6 and 8 psec 
are thought to be the same mass ion coming from further down the dynode structure, or heavier ions 
again originating at dynode 1. The time-dependent continuum probably results from asynchronous ion 
feedback and/or the typical long decay time constant of the scintillator. 

This experiment clearly demonstrates that, for this scintillator and phototube, small pulses can be 
expected following a detected event which produces a large light level and these small pulses can give 
rise to a time-dependent background which is difficult to remove. For example, as will be shown later, 
simply gating the phototube will not eliminate the effects produced by data events from large light-level 
pulses. 

To understand the effects in a total cross-section measurement, a series of experiments were done to 
measure the transmission of a filtered beam. Filters in the beam included 2.54 cm of uranium and 10.2 
cm of polyethylene. The beam which passed through the filters included some of the gamma burst, 
neutrons above -400 keV in energy, and the 2.2-MeV gamma rays which resulf from neutron capture 
in the water moderator surrounding the target (and decay with --17.6 psec haff-life). Hydrogen was 
chosen for the transmission sample because the neutron and gamma-ray cross sections are grossly 
different. The sample was actually 7.6 cm of polythylene with a carbon compensator and had a 
(hydrogen) thickness of n = 0.61 atomslbarn (see Eq. 5.1 for definition of n). 

The first experiment was run in the "usual" mode used for previous transmission measurements at 
ORELA except the new (lower) bias settings were used. Multiple stops per start were allowed with the 
clock being dead for 1104 ns following an event to allow processing of that event. The gamma flash 
was gated off both at the phototube base and via a time delay. Data were obtained in each of the four 
bias levels, corrected for deadtime and time-independent backgrounds, converted to cross sections, and 
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Fig. 4. Plot of the afterpulses per initial stop per psec window as a function of the time following 
the initial stop. Corresponding data for bias 3 and bias 4 are very small and off the bottom of the 
scale. Results for biases 1 and 2 are also very small and off-scale for delay times >20 psec. 



compared with the hydrogen total cross section from ENDFIB-V (ST79). For biases 3 and 4 the data 
were in agreement with the evaluation (1 to 2%), but in biases 1 and 2 the resulting cross-section data 
were a factor of two low, indicating (as expected) that afterpulsing was causing a large background. 
These afterpulses were small enough to be below the discriminator levels for biases 3 and 4. Since the 
cross sections for biases 1 and 2 were low, we deduce the background due to afterpulsing must be pro- 
portionately more important for sample-in (CH2) than sample-out (C). Also, this background must be 
due mainly to gamma rays, since the neutrons are more highly attenuated by the CH2 than the C, but 
the gamma-ray transmission is about the same through both the C and CH2, due to the small gamma- 
ray cross section of hydrogen. To identify the magnitude of the afterpulsing background resulting from 
the 2.2-MeV gamma rays (often used in the past as a diagnostic tool), the data for each bias were 
crunched into Zpsec bins and plotted. The characteristic 17.6-psec slope was observed in each bias. In 
the past, with different detector systems and bias-level discriminator settings, the ratios of the back- 
ground in the biases 1 through 4, relative to 4, were = 0.2:0.2:0.2:1.0. However, in this measurement, 
ratios of 0.7:0.4:0.2:1.0 were obtained, indicating that the afterpulsing in biases 1 and 2 was caused by 
the 2.2-MeV gamma rays as well as by the gamma burst since a larger-than-expected background 
which decays with a 17.6-psec half-life is present in biases 1 and 2. 

The second experiment was at the other extreme from multiple stops for each start; namely, single 
stop per start. In this case, only one stop was allowed per burst and the gamma flash was accepted in 
the spectrum. The stop was provided by the primary pulse, either from the gamma flash, 2.2-MeV 
gamma rays or neutrons, but not by an associated afterpulse (i.e., if the gamma flash was large enough 
to cause afterpulsing, the gamma flash itself would cause the stop). With this setup, the counting rate 
was much slower, but afterpulses were never counted. The resulting cross sections for all four biases 
were in 1 to 2% agreement with the evaluated cross section for hydrogen. The data were again binned 
in 2-psec bins and the resulting ratios of 0.15:0.16:0.18:1.0 were obtained. This significant drop in the 
ratios for biases 1 and 2 from 0.70 to 0.15 and 0.40 to 0.16 again demonstrated that some of the counts 
in biases 1 and 2 for the previous multistop case were created by afterpulses which decay with the same 
17.6-psec half-life of the parent gamma ray. 

Further runs were made with conditions intermediate between one stop per start which gave excel- 
lent results but considerably slowed the data acquisition rate and multistop per start which provided an 
adequate data rate but gave poor cross-section results. We will now describe some of these runs. 

The next measurement was run in the single stopper-start mode, except that the gamma flash was 
gated off logically; i.e., the detector system (scintillator + phototube) responded to the gamma flash, 
but no stops were accepted (by logic) until the gamma flash had passed. Thus, the earliest event in 
time which could produce a stop was an afterpulse from the gamma flash, and this would cause the sys- 
tem to remain dead until after the next gamma flash. Since about one burst in three resulted in a 
gamma flash large enough to detect and produce significant afterpulsing, the system would also be 
stopped by a valid neutron or a 2.2-MeV gamma ray but not by an afterpulse from one of these events. 
Thus, for this test we are sensitive to afterpulsing resulting only from the gamma flash. Data resulting 
from this measurement were converted to cross sections, and the results looked much like the cross sec- 
tions for the multistop-per-start mode. In particular, cross sections extracted from biases 1 and 2 were 
very low, while the biases 3 and 4 cross-section results agreed with the hydrogen evaluation. These 
results imply that the afterpulses causing the problems are mainly due to the gamma flash. 

The following measurement was also in the single stopper-start mode, but rather than being gated 
off logically the phototube was gated at the base by defocusing the voltage for the second and fourth 
dynodes. Thus, the gamma flash produced light in the scintillator, but the phototube was much less 
efficient at amplifying it. The dynodes were brought back to normal potentials after the gamma flash 
passed, and the phototube was thus susceptible to some afterpulsing due to ion movement in the tube, as 
well as to the usual "late light" from the scintillator. Again, a neutron or a 2.2-MeV gamma ray could 



provide a valid stop, but an afterpulse from one of these events would not produce a stop. These results 
for biases 1 and 2, when converted to cross sections, were better than results obtained when the logical 
gating was used but were still 30 to 40% low in biases 1 and 2. This measurement demonstrated that 
reducing the effect of the gamma flash reduced the magnitude of the afterpulsing problem. 

The next measurement was done using the normal multistop-per-start mode, except if a gamma 
flash occurred in biases 2, 3, or 4 the burst was discarded. It was anticipated that a gamma flash 
occurring only in bias 1 would be too small to produce afterpulsing. This was checked and found to be 
correct. The resulting cross sections for biases 1 and 2 were a marked improvement over the normal 
multistop mode but still not as good as the benchmark single stop-per-start operation. Thus, it is clear 
that much (if not most) of the afterpulsing is due to response of the scintillator and phototube to the 
gamma flash. However, eliminating afterpulsing due to the gamma flash does not completely eliminate 
the problem. 

Since the afterpulsing is due to large pulses, the next experiment was similar to the previous one 
except that, in addition to a gamma burst in biases 2, 3, or 4, a pulse (neutron or gamma) occurring in 
bias 4 at any time would also cause other stops from that burst to be discarded. Thus pulses resulting 
from the gamma flash, and large pulses from high-energy neutrons or 2.2-MeV gamma rays could 
cause a single stop-per-start mode of operation for that burst. Cross-section results extracted from 
these data were in 1 to 2% agreement with the evaluated hydrogen cross sections for all biases. 

This series of tests have demonstrated that afterpulsing resulting from both the scintillator and the 
phototube gives rise to false events in biases 1 and 2 in addition to the true events. Thus, erroneous 
cross sections may be extracted from data in these bias levels. Data from biases 3 and 4 are unaffected 
by these afterpulses because of the higher discriminator settings. The afterpulses appear to come 
mostly from the gamma flash, and some from high-energy neutrons and the 2.2-MeV gamma rays emit- 
ted due to hydrogen capture in the water moderator surrounding the neutron target. Binning the cross 
sections for each bias level into wide (2-psec) bins facilitates the extraction of the background due to 
the 17.6-psec tail. The ratios of this background relative to bias 4 provide a quantitative estimate of 
the amount of afterpulsing due to this background. Gating on the gamma burst in biases 2 and 3, in 
addition to any event in bias 4, gives ratios basically in agreement with the one stop-per-start mode in 
which all effects of afterpulsing have been removed. By looking at the ratios determined with the pres- 
ent detector system, we find that this system is more sensitive to afterpulsing than some previous ones. 

Based on results of these tests, we decided to take the nickel data in the multistop gated mode; in 
particular if a gamma flash occurred in biases 2, 3, or 4, or an event occurred in bias 4 at any time, the 
remaining burst was gated off. This seemed the best compromise between single stop-per-start and the 
desire to accumulate sufficient counting statistics in a reasonable length of time. Running in the gated 
multistop mode required a new deadtime correction program (CR81) which was thoroughly tested. In 
the process of testing this program, we also verified the deadtime of the data acquisition system as 
being 1104 ns following acceptance of a valid count. This is in agreement with the value used for a 
number of years. As a check, a 5.08-cm polyethylene sample with a 2.35-cm carbon compensator (set 
1) was run and the hydrogen cross section extracted. These results will be discussed in the next section. 

3.3 HYDROGEN TOTAL CROSS-SECTION TESTS 

As noted above, a check was made on our new data acquisition method of selected gating by 
measuring the transmission through a 5.08-cm polyethylene sample with a matched 2.35-cm carbon 
compensator. The data were corrected for deadtime and background effects, in a manner similar to the 
nickel data which will be described in the following section. The hydrogen total cross section was 
extracted from these data from approximately 50 keV to 80 MeV, and the results were compared to 20 



MeV with the ENDFIB-V evaluation (ST79) for hydrogen and results of Arndt (AR79) from 20 to 80 
MeV. The results are shown in Figs. 5-7. In Figs. 5 and 6, we show a comparison for data extracted 
from each bias with the evaluation, and in Fig. 7 we show the percent difference to 20 MeV between 
the summed data for all four biases and the evaluation. From this latter figure, we see a systematic dif- 
ference from 50 keV to 1 MeV, while above 1 MeV the experimental results are about 1.5% larger than 
the evaluated result. 

A number of checks were performed to try to understand the source of these differences. The calcu- 
lated number of carbon atoms in the polyethylene and carbon compensator agree to 0.14%. Another 
compensated set (set 2) was also measured with results very similar to those shown in Fig. 7. Similar 
tests with hydrogen were performed for a set of measurements (LA80), which covered the energy range 
from 2 to 80 MeV, in which the beryllium-block neutron source was used rather than the tantalum tar- 
get used for the measurements in this report. The high-energy measurements were done in the multi- 
stop mode with no selective gating and used much higher discriminator cutoffs; bias 1 detected no neu- 
trons below -1 MeV. When those data were reduced and compared with the hydrogen evaluation to 
20 MeV and results of Arndt (AR79) from 20 to 80 MeV, the data were found to agree within -0.5%. 
Thus, the samples do not appear to be the source of the problem. 

Since the high-energy data were taken with the beryllium-block target, the present hydrogen meas- 
urements described above were also run with the beryllium block, with essentially no improvement over 
Fig. 7. A number of other checks, including changes in electronics, trying the single stop-per-start 
mode, small changes in discriminator bias levels, and different phototubes, were tried with essentially no 
improvements in the results. There are still some open questions regarding uniformity and purity of the 
polyethylene sample, for example, and this discrepancy is still under investigation. 

4. DATA REDUCTION 

Under the gated multistop mode of operation, the gamma flash is accepted in the spectrum. For the 
nickel sample-in, one gamma burst was observed for each 18 bursts produced, for the nickel sample-out, 
the ratio was one in seven. The distribution of the gamma burst among the bias levels for both 
sample-in and sample-out was as follows: 5% in bias 1, 10% in bias 2, 11% in bias 3, and 74% in bias 4. 
During the course of a run, channels containing the gamma flash would overflow, particularly in bias 4. 
These were corrected at the end of the run. Accepting the gamma flash as part of the spectrum also 
had the advantage of allowing continual monitoring of the centroid of the gamma flash which defines 
the energy scale. During the nickel runs no drifting was observed, and the centroids in the four bias 
levels were equal to within a 1-ns channel. 

4.1 DEAD'LIME CORRECTIONS 

Following corrections for channel overflows, the data were corrected for deadtime effects. As noted 
in the previous section, the data acquisition system operated in a single stop-per-start mode if (a) the 
event was identified in time as a gamma flash and occurred in biases 2, 3, or 4, or (b) an event 
occurred in bias 4 at any time. If the event occurred anywhere else (i.e., any event in bias 1, or an 
event in biases 2 or 3 occurring after the gamma flash), the system operated in a multistop-per-start 
mod; Thus, when an event met these requirements, the system was disabled for At = 1104 ns to r 
process the count and then was enabled to wait for another count from that burst. Thus, under certain 
conditions which are associated with minimal phototube afterpulsing, more than one event could be 
dete~ted from a burst, hence increasing the data acquisition rate. The multiplicative deadtime correc- 
tion for channel j can be expressed as 
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where the normalization constant A = 1 + $ (in anticipation of results on the following page), and T 
represents the number of bursts for the run. The sum over i represents a sum over selected channels in 
the kth bias level spectrum; the range of the sum over i depends on the bias level k. For bias 1, counts 
are summed for channels corresponding to 1104 ns prior to channel j; for the bias 2 and 3 spectra, 
counts are summed for channels containing the gamma flash, in addition to channels corresponding to 
1104 ns prior to channel j, and for the bias-4 spectrum counts are summed for all channels prior to 
channel j. 

However, this expression for the deadtime correction contains an inherent assumption that both 
intensity and shape of the incident neutron distribution do not vary with time. This assumption is not 
valid, since there are both pulse-to-pulse variations in the neutron intensity as well as long-term drifts in 
the ORELA power. To estimate the intensity variations over short periods of time (a few seconds), we 
integate the current output of a bare photomultiplier tube which directly views the target. We are thus 
measuring the burst-to-burst intensity variation of the gamma flash, and we assume a proportionate var- 
iation in the number of neutrons from burst to burst. We find that this short-term distribution of inten- 
sities can be well approximated by a Gaussian shape. This component of the intensity variation is 
described in terms of the standard deviation uo of a normal distribution whose mean is 1.0. Measure- 
ments of this short-term intensity variation show a dependence of the effect on the operating parameters 
of the accelerator, and electron gun condition, and appear to be largest for narrow pulse conditions, 
with uo = 0.14 + 0.04 for conditions similar to those for measurements described in this report. Since 
realization of the possible importance of this correction was a result of the uncertainty analysis of this 
measurement, measurements of uo for the short-term intensity variations were not made during the 
nickel run. This rather crude way of estimating the short-term neutron intensity variation is essentially 
an integral result and provides no information on the possible burst-to-burst variation in the neutron 
spectral shape. 

The second component of the intensity variation is associated with the long-term (>I5 minutes) 
drifts in ORELA power. Power is monitored on a chart recorder as part of the regular operating proce- 
dure. Due to the long-time constant of the chart recorder, no indication of pulse-to-pulse variation is 
observed. Long-term drifts can be caused by many things, including the electron gun, modulator power, 
and other factors beyond control of the experimenters. These long-term drifts can have an effect both 
on the sample-in to sample-out normalization as well as on the deadtime correction. The normalization 
problem is discussed in detail in Sect. 5.1.2, and here we deal only with the intensity variation problem 
as it relates to the deadtime correction. As part of our experimental procedure, we cycle the sample-in 
and -out of the beam about every 10 minutes, the exact time depending on detection of a preset number 
of valid events (Sect. 5.1.2). For each cycle we store, among other parameters, the number of bursts 
and number of events detected in the neutron monitor detector ("house monitor"), which monitors the 
neutron production from the ORELA target. The distribution of the ratios of house monitors to bursts 
(mk/Tk) gives an estimate of the long-term intensity variation. For the 67-cycle (--26-hour) run 
described in Sect. 5.1.2, we have calculated the standard deviation associated with the dispersion of 
these (atios about the mean values and found a standard deviation of 3.1% for sample-in and 3.3% for 
sample-out. Thus, for the present measurement with narrow pulse width (-7 ns), the short-term inten- 
sity variations (-14%) are much greater than the long-term variations (-3%). This is not a general 
result, of course, and depends on machine conditions during the particular measurement. 



We now need to relate this information on the magnitude of the intensity variation to the deadtime 
correction. In Appendix A, we derive an expression for the deadtime correction which properly includes 
the effect of variations in neutron intensity. This result, derived in a rigorous fashion, is essentially the 
same as that obtained in ref. M080. The result is to replace the term A in Eq. (4.1) by A = 1 + 2 ,  
where 2 is the variance of the distribution describing the combined intensity variations due both to 
pulse-to-pulse variations and long-term drifts. In Appendix B, we derive a relation for the quantity (1 + 2 )  in terms of the measured standard deviation for the short-term pulse-to-pulse variation, and the 
individual ratios of mk/Tk for the kth 10-minute cycle. This result is 

where a: is the observed variance of the pulse-to-pulse variation, T is the sum of the bursts for the run, 
K is the number of cycles for the run, and m is the sum of the monitor counts for the run. Note that if 
there is no long-term variation in neutron intensity, the term in brackets is identically equal to unity, 
and the total correction is given by the pulse-to-pulse result. Also, if ui is very small, the total intensity 
variation correction is dominated by the long-term drifts. 

These results are useful for studying possible effects on existing data where the deadtime corrections 
may have been large enough to warrant such re-analysis. The long-term drift information (i.e., mk and 
Tk) is stored for each run, but one has to ma',,: an assumption regarding the magnitude of a:. For 
future runs, the total can be measured simply by monitoring the intensity variation for the full dura- 
tion of a run, utilizing the pulse-to-pulse measuring equipment. 

Finally, the deadtime corrections applied to the data in this report were consistent with Eq. (4.1), 
with A = (1 + 2). The largest corrections were around 1 MeV and were a factor of 1.23 for the 
sample-in spectrum and 1.56 for the sample-out spectrum. The deadtime corrections are shown in Fig. 
8. Uncertainties associated with these corrections will be presented in Sect. 5.2.2 of this report. 

4.2 BACKGROUND REMOVAL 

The deadtime corrected data were then corrected for backgrounds. A general expression for our 
background is 

B = a + be-'/' + [(at + f )  + e + g/tk] cts/ns (4.2) 

where t is the time-of-flight, a represents the time independent background, and /3eBe-'1' represents a 
background due to the H(n,y) reaction in the water moderator surrounding the neutron producing tar- 
get (the value of 7 is normally taken as 25.4 psec). The term enclosed in square brackets represents the 
background in three different time regions due to the 1°~(n,ay) reaction which occurs in the boron 
component of the Pyrex face of the phototube. This background is taken as zero for t < 3 psec, linear 
(at + f) for 3 < t < 17 psec, constant (e) for 17 < t < 26, and g/tk for t > 26 psec, with k = I for 
sample-out and k = 2 for sample-in. Each component of these backgrounds will now be described in 
detail. 





4.2.1 Time-Independent Background 

The pulse repetition rate was 780 Hz for the nickel measurement, resulting in 1282 psec between 
bursts. However, the clock was disabled at 1125 psec following a burst. Below 50 keV, the efficiency 
of the NEllO detector decreases with decreasing neutron energy such that neutrons arriving at the 
detector later than --600 psec (-600 eV) following a burst are not directly registered by the detector. 
At these long times, the main contributing term to the background is the time-independent term a. 
Contributions to CY include gamma rays present from various induced activities in the 200-m station as 
well as long-lived gamma-ray radiation from the neutron source which produce a time-independent 
gamma-ray background in the NEl10 detector. Background measurements made when ORELA is not 
operating are 388% of the background extracted at long times from our data. Hence $12'70 of the 
background at long times is machine associated. We assume it is time independent and treat it as a 
part of the true time-independent background. To estimate and remove the time-independent back- 
ground for sample-in and sample-out for each bias, the counts are averaged from 1025 to 1125 psec,and 
a small correction (<5%) is made for the effect of the observed 190-eV resonance in the 2 3 8 ~  filter 
based on its observed effect in bias 3 due to the 1°~(n,cuy) reaction. This constant background is then 
assumed to be the total background present at long times and is subtracted. Plots for each bias are 
then made to verify that remaining backgrounds at long times (where the useful neutrons are gone) are 
negligible. 

4.2.2 Background Due to 2.2-MeV Gamma Rays 

In the following discussion, it is always assumed that the time-independent background has been 
removed. One source of time-dependent background is due to the 2.2-MeV gamma ray resulting from 
neutron moderation and capture in the cooling water surrounding the ORELA target. The effective 
half-life of the gamma ray has been measured to be 17.6 psec (mean life of 25.4 psec) which is in good 
agreement with Monte Carlo calculations (KI72) of neutron leakage from the source. To determine 
this background, in a separate measurement we put a 20.3-cm polyethylene filter in the beam; this 
removes neutrons below -1 MeV (16 psec), leaving the 2.2-MeV gamma rays as the major source of 
counts for times 316 psec. These data are crunched into 2-psec bins to facilitate extraction of this 
background. The binned data for t 3 16 psec were least-squares fitted with a form fle-t/25.4 to extract 
the magnitude of this time-dependent background. As noted earlier, the largest contribution of this 
background source is observed in bias 4, and contributions to other biases are obtained by scaling the 
result for bias 4 by the ratios 0.15:0.16:0.18:1.0 (see Sect. 3.2). This separate measurement was too 
short to observe statistically significant counts in any but bias 4. 

The corresponding background coefficient 6 for the nickel measurement was deduced from this 
observed background by first correcting for transmission of the 2.2-MeV gamma ray through 20.3 cm 
of polyethylene and 2.5 cm of nickel, and then normalizing by the relative number of triggers for the 
two measurements. This background is small due to the 3.8 cm of 2 3 8 ~  in the beam, and its main 
effect is at high energies (bias 4) at short times. 

It should be noted that extraction of this time-dependent background directly from the nickel data is 
difficult due to the smallness of the background. Simply fitting the time-dependent exponential back- 
ground to the counts remaining in bias 4 after the primary neutrons have been cut off by the discrimi- 
nator (i.e., after --I6 psec) gives a 0 coefficient approximately five times larger than obtained from the 
hydrogen data described above, where the low-energy neutrons have been removed by the polyethylene. 
In addition, the ratio of the 6 coefficients for bias 4 to bias 3 should be 1.a0.2. However, extracting 
the p s  directly from the nickel data gives a ratio 1.a1.5. This implies that the counts after passage of 
the primary neutrons (in particular, for bias 3) are only partly due to the 2.2-MeV gamma-ray time- 
dependent background, and mainly due to the 1°~(n,ay) background. 



4.2.3 Background Due to the 1°B(n,ay) Reaction 

The face of the RCA-8854 phototube used in these measurements is made of Pyrex which contains 
boron. The 'OB(n,ay) reaction produces a 477-keV gamma ray to which our NEllO plastic scintillator 
is sensitive. The cross section for this reaction increases with decreasing neutron energy, and so our 
detector system is sensitive to low energy neutrons. As an example, we observe the 190-eV resonance in 
2 3 8 ~  in the time-of-flight spectrum for bias 3. (Recall that we have 3.8 cm of uranium in the beam as 
a filter to reduce the magnitude of the gamma flash.) Observation of this resonance can be understood 
as follows. The transmission of the NEl10 plastic scintillator is -9% for 190-eV neutrons, so only 9% 
of the 190-eV neutrons pass uncollided through the NEllO and are directly available to induce the 
1°B(n,ay) reaction. The mean free path (mfp) for a 190-eV neutron in NEllO is -0.8 cm, so our 
detector is -2.4 mfp thick. This implies multiple scattering occurs in the NEllO, and this has been 
estimated with the 0 5 s  (ref. TE68) Monte Carlo code. We find an average of 2.7 collisions per neu- 
tron, most of which are with the hydrogen in the NEl10. We have also studied the energy and time 
spectra of neutrons emitted from the face of the NEl10 adjacent to the phototube face (about 60% of 
the incident neutrons) in order to estimate the time dependence of the 477-keV gamma ray resulting 
from the capture of neutrons in the boron of the phototube. Since the 1°B(n,a) cross section is propor- 
tional to l/v, the neutrons which slow down in the NEllO have a larger probability of inducing this 
reaction than the 9% which pass through uncollided. In order to estimate the time distribution of the 
477-keV gamma rays, we have modified the time spectra of neutrons emitted from the face of the 
NE110 to correct for the angle of emission (since neutrons emitted at angles other than 90" to the face 
of the NE110 pass through a greater thickness of the phototube face) and the energy dependence of the 
cross section. The resulting time spectrum for the 477-keV gamma rays is approximately exponential 
with a half-life < 0.5 psec. From the 2 3 8 ~  transmission measurement of Olsen et al. (OL76), we find 
that for their 3.8-cm-thick sample the minimum of the 190-eV resonance is -5 eV wide, which 
corresponds to -15 psec in our measurement. Since the resonance is much wider in time than the 
delay due to the 'OB(n,ay) detection process, the 190-eV resonance is observed at the expected time-of- 
flight. 

The neutrons which escape from the NEllO in some direction other than into the phototube face 
have a small probability of reflecting off the walls (-2 m away) or the floor (-1 m) back into the 
phototube, and these scattered neutrons make up some of the 12% of the time-independent room back- 
ground which is beam associated. 

After removal of the time-independent background and time-dependent background due to neutron 
capture in the water moderator, we are left with the background due to the l0B(n,cry) reaction. The 
discriminators which determine the bias levels were set such that -50% of this background falls in the 
bias-3 spectrum. Ideally, we like to isolate more of this background in bias 3 to achieve a better sepa- 
ration of the H(n,y) background (in bias 4) and this background (in bias 3). To get the amount in the 
spectra for biases 1, 2, and 4, an auxiliary measurement was performed when the machine was off. A 
7 ~ e  source which emits the same 477-keV gamma ray as the 1°B(n,ay) reaction was placed on the face 
of the detector, and the distribution of counts among the four biases was measured. A gamma-ray 
spectrum was taken for the 7 ~ e  source with a Ge(Li) detector to insure no significant contaminant 
gamma rays were present. After correcting for deadtime and background effects, these ratios relative 
to bias 3 are observed to be 0.15:0.32:1.00:0.60 for biases 1, 2, 3, and 4. For the nickel measurement, 
integrating the remaining counts in each bias, following removal of the backgrounds discussed previ- 
ously, we find the ratios 0.14:0.27:1.00:0.54, which are in acceptable agreement with the expected 
1°B(n,a-;() ratios. In addition, the magnitude of the spectral shape from bias 3 for t > 31 psec was nor- 
malized to biases 1, 2, and 4 using the measured ratios, and the spectral shapes of the renormalized 
backgrounds were compared to the bias-3 shape and found to be in good agreement. 



For the sample-in data, the low-energy neutrons in the beam which induce the 1°B(n,ay) reaction 
are attenuated by 39096, i.e., most are removed by the nickel. Thus, we observe that this background is 
negligible for times t 2 200 psec (E  < 6 keV). The background from 31 to 200 psec is roughly pro- 
portional to E, although the large nickel resonances are observed. For sample-out, however, the low- 
energy neutrons are not removed, and the shape of this background spectrum is approximately propor- 
tional to a for 31 < t < 1000 psec. As expected, the shape of the background for sample-in and 
sample-out is dependent on the beam filtering material, the neutron source, and the sample properties, 
so general conclusions cannot be drawn about these background shapes. 

This background presents a particular problem in that there is no clear way to understand the shape 
of the background for times t < 31 psec since it is masked by the neutrons of interest in bias 3, where 
its effects are largest. We now describe our method of estimating this background for t < 31 psec. 

Looking at the flux shown in Fig. 3 at short times (t < 14 psec), we see that it is rapidly decreasing 
with decreasing time, so this background must also be decreasing since it is proportional to the flux. In 
addition, the cross section for 'OB(n,cuy) decreases with increasing neutron energy (decreasing time). 
Finally, the estimated moderation efficiency for NEllO is calculated to be - -~ - ' f l  (K172), because 
neutrons are slowed down with less efficiency at the higher energies. Thus, estimating effects on this 
background at short times due to moderation efficiency of NEllO for high-energy neutrons, detector 
efficiency, and flux shape, we tried a background which is linear in time as a reasonable approximation 
for the 'OB(n,ay) background for 4 < t < 31 psec. However, this overestimates the background from 
-20 to 30 psec, where it should be approximately flat, by at most 50%. To correct for this, we assume 
a time-independent constant term for this time region. Thus, summarizing this background, we have 
(a) zero up to 3 psec, (b) linear in time from 3 to 17 psec, (c) constant from 17 to 26 psec, and (d) 
decreasing as t-k for time greater than 26 psec, where k = 1 for sample-out and 2 for sample-in. For 
times t > 31 psec, this background component [due to the 'OB(n,cuy) reaction] is removed by subtract- 
ing the appropriate fraction of the measured bias-3 spectrum from each of the four bias spectra, in pro- 
portion to the ratios obtained using the 7 ~ e  source. This is preferred to utilizing the analytical form 
g/tk, since the fit is not exact, in particular at long times where the background is small and where 
there are large resonances. However, for times t < 31 psec, we must use the analytic form since the 
background, although present, is masked by the data. Thus the magnitude and shape of the 1°B(n,ay) 
background is based only on heuristic arguments and empirical observations for t < 31 psec, and has 
large uncertainties associated with it. Thus, for t < 31 psec, the data are corrected with the same 
approach as for t > 31 psec, but using analytical forms for the background. 

In the present measurement with the 7.9-cm-long shadow bar in place, approximately equal areas of 
(a) the tantalum target and (b) the cooling water moderator are viewed. This arrangement yields fewer 
hydrogen capture and low-energy neutrons which produce the 1°B(n,cuy) backgrounds than the other 
commonly used mode of operation (mainly for small samples) in which a collimator is used such that 
only the cooling water moderator is viewed. The latter mode of operation produces a softer neutron 
spectrum, with attendant increases in the backgrounds discussed above. In addition, the shape of the 
'OB(n,ay) background tends to be flatter (approximately energy independent) when only the moderator 
is viewed. 

Figure 9 shows the total background for the sample-out spectrum as a percentage of sample-out 
counts. We note that the backgrounds are less than 1% of the sample-out counts from 32 keV to 21 
MeV. At higher energies (shorter times), the time-independent and H(n,y) backgrounds become pro- 
portionally more important as the flux is rapidly decreasing. At long times the detector efficiency is 
decreasing and the time-independent background becomes the important term. It is apparent that the 
backgrounds are small over the main energy region of interest. 





Values of the background parameters are given in Table 2 for each bias level for both sample-in and 
sample-out. They have not been normalized to the monitor counts. The values are in units of counts 
per 1-nsec channel and must be multiplied by the channel widths given in Table 1 to obtain the appro- 
priate background where channels wider than 1 nsec are used. 

Table 2. Values of background parameters as a function of bias level for sample-in 
and -out for the nickel measurement. The uncertainty in percentage for each 

parameter is also given. Sample-out values are in parentheses and all 
values are given in units of counts per 1-ns channel. 

Bias level 
Parameters 1 2 3 4 Uncertainty 

4.2.4 Other Possible Sources of Backgrounds 

The three backgrounds discussed earlier are relatively easy to determine during the run or to obtain 
from additional measurements before or after the run. However, there are also backgrounds which 
arise from the "good" neutrons which are detected at a somewhat "wrong" time (a few percent of the 
flight time). These backgrounds are very small; it is difficult to establish their presence and measure 
them accurately. Since these backgrounds have the same sample transmission as the "good" neutrons, 
they do not produce any appreciable uncertainty in the cross section, if the cross section varies slowly 
with energy. 

Backgrounds of this type can arise from several sources. The most obvious is from "good" neutrons 
which are scattered from material at the 200-meter station (e.g., the NE110 scintillator, the 0.4-mm A1 
window --50 cm before the detector and the air between the window and the detector) and return to 
the detector at a later time (a few percent of the neutron flight time) after scattering from the air 
around the detector or from the walls of the detector station. Neutrons which are delayed much longer 
than this probably make up part of the 12% increase in time-independent background over the ambient 
background, when ORELA is operating (Sect. 4.2.1). However, no pulses can result from "returned" 
neutrons within 1104 nsec of a neutron scattered from the NE110 scintillator if that scattered neutron 
produced a measurable pulse since the time digitizer will not be alive due to the deadtime of the time 
digitizer (clock). 

Another time-dependent background can arise from neutrons scattered from the walls of the target 
room back to the ORELA target and then scattered down the flight tube at a somewhat later time than 
neutrons of the same energy coming directly from the target. For the Columbia NEVIS high-resolution 
pulsed-neutron source, this was a large background (--lo%) since the neutron target was located 
between the poles of the cyclotron magnet. In fact, Bill Havens has called this arrangement the largest 
iron moderated neutron source in the world. Neutrons from the iron which are scattered by the target 
down the flight tube to the detector produce a long important tail on the resolution function. 



A time-dependent background can arise also from the "dark" current in the accelerator, which can 
produce neutrons over an --2 psec time period before and after the primary pulse. A 5-nsec, 10-amp 
linac pulse and an average dark current of 250 pamps over a 2-psec time period would result in a back- 
ground of -1% (assuming the neutron production is as efficient as during the main pulse). Using the 
selected gating technique, part of the background arising from the dark current can be monitored dur- 
ing the run by measuring the counts from the detector for 100-200 nsec before the gamma flash peak 
arrives at the detector. For the present measurement, inspection of the data at early times shows that 
this is a negligible effect. After-pulsing many hundreds of nanoseconds after the main pulse can also be 
considered a background. A "secondary" gamma flash peak can be observed in the spectrum if after- 
pulsing is occurring, and the run is stopped if this is large enough to cause a problem. For the present 
measurement, no significant machine afterpulsing occurred. 

These backgrounds are all very small and the estimation or determination of them are difficult. For 
low-energy neutrons <I0 keV, a "blacking-out" resonance technique has been used by several experi- 
menters, where various thicknesses of samples are used. The backgrounds at the bottoms of these reso- 
nances are observed to decrease with increasing sample thickness. An open-beam background is derived 
by extrapolation to zero thickness sample. Techniques such as the black and white filter method 
developed by D. B. Syme (SY82) may be helpful; however, it is probably not sufficiently sensitive to the 
very small backgrounds in the present experiment. 

In experiments using a 6 ~ i  glass scintillation detector at 80 meters at ORELA, the backgrounds 
other than the 17.6-psec, 2.2-MeV gamma rays from the target, and the time-independent room back- 
ground and any overlap neutrons may be as large as --0.5%. This is estimated from the background at 
the bottom of "blacking-out" resonances in 2 3 8 ~  and in Fe transmission data after correcting for these 
other backgrounds. For neutron energies below --50 keV this scattered-neutron background is expected 
to be somewhat smaller for the NE110 detector than for the 6 ~ i  scintillation detector. From a study of 
the blacking-out resonances in the present nickel transmission data with the NEllO detector, we con- 
clude that these additional backgrounds are probably <0.1% in the regions they can be investigated. 

4.3 CONVERSION OF CORRECIXD DATA TO CROSS SECIlONS AND ENERGIES 

Following removal of the time-independent, hydrogen capture and 1°~(n,ay) backgrounds, regions of 
each bias spectrum were selected, based on total counts and maximum count-to-background ratio, and 
summed to form the final spectra for both sample-in and sample-out. The regions chosen from each 
bias for inclusion in the final spectra are given in Table 3. 

Table 3. Channels from each bias included in the fmal 
spectra for sample-in and sample-out 

Bias level Channels Energy (MeV) 



Parameters for the background, corresponding to the groups of channels selected from each bias, 
were also summed and, for convenience, are given in Table 4. In addition to the boundaries introduced 
by the contributing channels from each bias, additional boundaries are required for the different 
representations of the 1°~(n,ay) background as a function of channel. 

Table 4. Background parameters for summed spectra 
Sample-out values are given in parentheses. 

Channel 
boundaries (Y 6 a f e i3 

The sample-in and sample-out spectra were then normalized to the house-monitor counter; ratios of 
these spectra were formed, combined with the sample thickness, and converted to cross sections as a 
function of energy. An interactive computer program was then used to select regions of the cross- 
section data to be averaged and choose the averaging factor. With the averaging boundaries deter- 
mined, the code averaged the samplein and sample-out counts (not transmissions or cross sections) to 
get the desired average cross sections. This reduced the number of data points from 60,000 to 13,696 
covering the energy range from 2 keV to 20 MeV. 

After this report was essentially finished, a study was done to determine the energy dependence of 
the flight path length and the resolution function. Those results are reported in ORNLITM-8880 
(LA83), and the energies given in the present report were calculated using results from 
ORNLITM-8880. 

5. UNCERTAINTY ANALYSIS 

The uncertainty on a data point may be described in terms of the various components which contrib- 
ute to that uncertainty. A major component is the statistical uncertainty which is simply the square 
root of the measured counts for the data point, and this uncertainty is uncorrelated with all other data 
points. The second component of the uncertainty on a data point is described as the systematic uncer- 
tainty which contains all other sources of uncertainty that can be identified for a given measurement. 
Systematic uncertainties may be correlated over some energy range. We now discuss in detail the sys- 
tematic uncertainties identified in our measurements and present these results in terms of a correlation 
matrix and standard deviations. Since we have measured 60,000 data points, these results must be 
presented in some reasonable energy group structure of a manageable size. We have chosen to use a 
15-group substructure of a 26-group set (MA80) used frequently in fast-reactor calculations. The 
energy boundaries of the groups are given in Table 5. The gaps in energy which occur for some of the 
low-energy groups correspond to blacking out resonances in our data. 



Table 5. Energy groups used for uncertainty analysis 

Group number EMIN (MeV) EMa (MeV) 

"Missing regions in this table correspond to energy ranges for 
which our sample was too thick to obtain data. 

5.1 CHANNELINDEPENDENT UNCERTAINTIES 

We first estimate the uncertainty on parameters which are independent of channel. 

5.1.1 Sample Thickness Uncertainties 

The uncertainty in the sample thickness can be derived as follows: 

where 
N = Avogadro's number = 6.025 X 
p = density in g/cm2, 
x = sample thickness in cm, and 
A = atomic weight of element. 

Rewriting in terms of quantities measured gives 

where in is the mass of the sample in grams, D is its measured diameter in cm, and C = 4N/rA. 



A small increment in n is therefore given by 

which reduces to 

when the derivatives are evaluated. Then the uncertainty in the thickness is given by the square root of 
the expectation value of 6n2, where 

Uncertainties in the mass and diameter are uncorrelated (<6m6D> = 0 )  which gives 

<6n2> = dn2 = ( n ~ m ) ~  dm2 + ( 2 n l ~ ) ~ A D ~  , 

( ~ n / n ) ~  = (dm/m)* 4- ( ~ A D / D ) ~  . 

With m = 1820 k 2 g and D = 10.155 + 0.005 cm, we find 

There may also be an uncertainty due to non-uniform thickness of the sample if the flux is not uni- 
form over the sample. This can be estimated from 



Thus the fractional contribution of the uncertainty in the thickness is 

Ant/n = Ax/x , 

which, with x = 2.540 + 0.003 cm, reduces to 

Since these uncertainties are uncorrelated, we can combine them in quadrature to find the total 
uncertainty on n 

5.1.2 Uncertainty Due to Monitor Counter 

We now turn to a discussion of the uncertainty to be associated with the house monitor counter, 
which is used to normalize the sample-in and sample-out spectra. The summed monitor counts for 
sample-in and sample-out are 1.9 X lo9 and 1.4 X lo9 respectively. This suggests that, barring sys- 
tematic uncertainties, the total (Poisson statistics) uncertainties would be 0.0023% and 0.0027%. How- 
ever, since we can identify several possible sources of systematic uncertainty for the monitor counter, we 
now analyze the experimental information available to us for this counter to see if it is consistent with 
the statistical uncertainty only. 

The house monitor detector is a 2 3 5 ~  fission chamber containing 89 mg of 2 3 5 ~ .  It is located in the 
wall of the concrete vault surrounding the neutron-producing target, at a distance of -5 m from the 
target. The detector is gated on 47 psec following the gamma flash, counts for 551 psec and is then 
gated off. This time range corresponds to t-o-f neutron energies <lo0 eV. About 11 counts per burst 
are obtained for both sample-in and -out. The house monitor counts are sent to a circuit to divide the 
counts by 10 (or 100) to prevent scaler overflow. For this measurement, the divide-by-100 option was 
used, so the monitor scaler readings were multiplied by 100 prior to use. 

In an attempt to minimize effects of long term (>1 hr) beam power variations during the run, the 
sample is cycled in and out of the beam. For sample-in, the measurement is run until a predetermined 
number of counts (valid stops) is registered in the NE110 detector at 200 m. The sample is then alter- 
nated out of the beam, and the measurement continued until a preset number of valid stops for the 
sample-out is obtained. This cycling continues for the duration of the run and is under computer con- 
trol. 'Wall clock times are about 14 minutes for sample-in and 10 minutes for sample-out. For each 
cycle we store the number of triggers T, valid stops V, house-monitor counts H , and counts from a BF3 
counter B located adjacent to the sample changer. The BF3 counter is not useful to normalize sample- 
in and -out, since it is sensitive to neutrons scattered from the sample, but it is useful as a check for 
consistency when the sample is either in or out. 



One way to estimate the uncertainty associated with the house monitor is to study the distribution of 
values of the ratio vHi. This ratio corresponds to a ratio of counts in two detectors, viewing the 
"same" neutron source. The advantage of using this ratio to study the stability of the house monitor is 
that effects such as beam power variation cancel out, which is not true if the ratio Ti/Hi is used, for 
example. We then assume that the uncertainty obtained from the analysis of these ratios can be identi- 
fied with the house monitor uncertainty, since & is a (deadtime corrected) constant. To describe our 
analysis of the house-monitor uncertainty we present here the analysis of data for one day's run; cycle 
data for other runs have been checked and found to be similar. For this case, the sample was cycled in 
and out of the beam 67 times. However, prior to evaluation of these ratios, we must correct the valid 
stops 6 for deadtime effects in the NEllO detector (the valid stop counter). Appendix C describes 
how this correction for each cycle was done. The deadtimes of the house monitor and BF3 counter are 
negligible and are also discussed in Appendix C. 

5.1.2.1 Calculation of uncertainties for the ratio (Vi/Hi). We first calculated the ratios 
and (V,ut/Hou,)i for each of the 67 cycles, and determined the mean values of these ratios by averaging. 
We then obtained the difference of the individual ratios from the mean, and finally the corresponding 
standard deviation of the ratios about the mean. These results are given in columns 1 and 2 of Table 6, 
where we express the standard deviations as percent of the mean value. These are to be compared with 
the corresponding results expected simply from Poisson statistics, given in parenthesis, (i.e., 
JI/V + 1/H X 100, where the mean values of V and H are used). Clearly, there are sources of 
uncertainty other than from the counting statistics. 

Table 6. Uncertainties for sample-in and sample-out ratios, for sample-in/sample-out ratios 
(cycling), and the improvement obtained by cycling (gain). The numbers in 

parentheses are the uncertainties expected from Poisson statistics only. 

Ratio In (%) Out (%) Cycling (%) Gain 

5.1.2.2 Calculation of uncertainties for the ratios w B i  and Vi/Ti. These ratios were calculated 
for sample-in and sample-out, and the standard deviations of the ratios about the mean were deter- 
mined, as described above. These results are also presented in columns 1 and 2 of Table 6. The stand- 
ard deviations for these ratios are larger than for the house monitor, implying that the BF3 counter and 
number of triggers per cycle are not as stable as the house monitor. This is expected for the ratio of 
V/T, since power level variations will affect the number of triggers required to produce the selected 
number of valid stops. 

5.1.2.3 Inclusion of cycling. The above analysis has failed to treat an important feature of our 
experimental procedure, namely, the effects of sequentially cycling the sample-in and -out of the beam. 
The cases we have treated above are consistent with measuring all the 14-minute sample-in runs, fol- 
lowed by all the 10-minute sample-out runs, and not interleaving them. 



To approximate the effects of cycling, we calculate the ratios (Vi~Hin)i/(Vout/H,ut)i for each of the 
67 cycles. We then calculate the mean value of these ratios by averaging, and obtain the standard devi- 
ation of these ratios about the mean value. We also did this for the ratios in Sect. 5.1.2.2, and the 
results, again expressed as percentage of the mean value, are given in the third column of Table 6. To 
see how much cycling reduces the uncertainties, we calculate the standard deviation of the ratios of 
columns 1 and 2, and compare with the results of column 3. This improvement factor is given in col- 
umn 4 of Table 6, labeled "gain". 

From Table 6 we find definite improvements are gained by cycling the sample-in and -out of the 
beam. Very rapid (pulse-to-pulse) variations in intensity were accounted for in the deadtime correction. 
Cycling reduces the uncertainty due to power drifts which occur over times longer than the cycle 
lengths, but we could still have effects due to systematic power variations with periods close to the 
cycling period. However, our experience has been that the machine is quite stable over times 
corresponding to the cycle periods. 

For the run which we have been studying, the uncertainty in the ratios due just to the statistics is 
given in parenthesis. We find that the dispersion in the values is much greater than expected just from 
the statistics on the number of counts. In the case of the ratio of V/T, when cycling was not included, 
the dispersion can be viewed as a measure of the variation in intensity over the period of the run (1 
day), and is -5%. If we look at this ratio in the case of cycling, the intensity variation drops to -2% 
due to the shorter time periods involved. Looking at the ratios V/H and V/B, we find good agreement 
for the standard deviations when cycling is taken into account. 

A number of reasons can be thought of for the larger dispersion in the ratios than expected from 
statistics. The house monitor is located in the wall of the target vault and views the complete neutron 
producing target. If the electron beam wanders vertically on the target, the neutron intensity at 200 m 
could be affected, with little or no change seen by the house monitor. Both the house monitor and BE3 
monitor are sensitive to different energy regions of the spectra than is the NEllO valid stop detector, 
hence if there is any change in spectral shape, the ratios will be affected. The house monitor is sensi- 
tive both to low-energy neutrons from the target and higher-energy neutrons which moderate down in 
the vault wall, while the BF3 detector sees mainly scattered neutrons from the sample, filters, and 
nearby collimators. 

Most of this monitor study was done after the work for this report was finished, the monitor was 
determined to be one of the largest sources of uncertainty and was inadequately treated on the first 
pass. Hence, since in that early work we treated the separate sample-in and sample-out monitor counts 
rather than the ratio, we now decide how to determine the uncertainties to use consistent with the 
equations used in that work. Because the gain due to cycling was 1.5, we can reduce the house monitor 
sample-in and -out uncertainty by 1.5, giving 0.30% for sample-in and 0.50% for sample-out. For this 
measurement we did not evaluate the ratios for enough of the other runs which make up the final data 
set to know what is the distribution of the mean values of the ratios. Thus, we choose to take the con- 
servative route of assuming the mean values for other runs would agree no better than the standard 
deviation of the sample values about the mean for this run (i.e., 0.3% and 0.5%). This is consistent 
with observations from recent ORELA measurements (PE83). The alternative choice would be to use 
the standard deviation of the mean value as the uncertainty for the monitors, i.e., divide by m, and 
assume that the mean values for the other runs would agree to within these uncertainties. This problem 
will be persued more fully in analysis of future data. We thus assign an uncertainty of 0.3% for 
sample-in (Amlm), and 0.5% for sample-out (AM/M),  with the understanding that these results could 
be as much as f l  smaller. 



5.2 CHANNELDEPENDENT UNCERTAINTIES 

We now turn to a description of the uncertainties which are channel-dependent; i.e., uncertainties in 
the energy scale and corrections for deadtime and for backgrounds. We first discuss uncertainties asso- 
ciated with the energy scale. 

5.2.1 Energy-Scale Uncertainties 

The non-relativistic energy for channel i can be expressed as 

where K = 72.2977 and 

where t r i  is the flight time measured relative to to. Conversion to relativistic energies is done using the 
equation E' = E(l  + 1.5967 X ~ o - ~ E  + 2.831906 X lo-'* E*)  with E in eV. 

An increment in Ei is given in terms of 611 and 6tri as 

The covariance matrix element for the energies is then 

where <61/6tr> is negligible for our measurement and is set equal to zero. 

The diagonal elements of the covariance matrix yield the uncertainty in energy for point i: 



which is a familiar result. The off-diagonal terms are given by 

The last term involves uncertainties in times for two different channels, i and j. 

Two possible errors associated with the time measurements are (a) a simple offset (or additive) error 
and (b) a scale error. Consider first 

ti 4 ti + p and t o 4 t 0 + p  . (5.20) 

Taking small increments yields 

sti = 6p and sto = 6p . 

Thus 

and for the last term in Eq. (5.19) 

Thus, there is no effect for an additive error in both ti and to, as expected. 

Now consider effects due to possible scale errors in the time measurements 



and 

st, = tosq 

where <q> = 1, and <6q2> = Aq2. Evaluating the last term in Eq. (5.19), we find 

<6tri8t)> = (titj + t: - tito - tjto).hq2 = t r i t r jAq2 

A general combination of the time uncertainties would be a scale error in t and to in addition to an 
absolute error in to, i.e., 

ti + tiq and to -+ tog (5.29) 

Thus 

ati = ti6q and at0 = t06q + q6to 

With these assumptions, evaluation of the last term in Eq. (5.19) gives 

where we have used <q> = 1. Thus for this experimentally useful case, we find for the diagonal ele- 
ments of the covariance matrix 



and for the off-diagonal elements 

The uncertainty in to, At,, is estimated to be 1 ns for the present measurement. Aq is the uncer- 
tainty in the scale parameter defined in Eq. (5.24). This term is independent of channel and is 
expressed explicitly (as opposed to being implicitly included in the first term which is also channel inde- 
pendent) since experimental information may be available for such an uncertainty. For the present 
measurement we can identify Aq with uncertainties in the timing clock oscillator, which have been 
measured to be less than 1 part in 50,000, and this uncertainty is negligible for the present work. 

As noted earlier, a separate report has been written which details the energy dependence of the 
flight path length, its uncertainty, t-o-f energies and uncertainties, and the resolution function and its 
uncertainty. The reader is encouraged to refer to that report (ORNL/TM-8880) (LA83) for details on 
these topics. 

5.2.2 Deadtime Uncertainties 

The general form for this correction for channel i is 

where 

and the sum includes all appropriate channels (see the discussion in Sect. 4.1). Hereafter, the subscript 
i will be omitted, for simplicity. 



The uncertainty in D is given by 

The last term in this equation involves the uncertainty on the deadtime period when the system operates 
in a multistop-per-start mode. We find experimentally At = 1104 f 10 ns. However, since varying 
the deadtime period in the deadtime correction code shows negligible effects, 6(At) is set to zero. The 
term 6T refers to the uncertainty in the number of bursts used for a run, and is assumed to have no 
uncertainty; that is, 6T is set to zero. Since we have a nonextending deadtime, the term a ,  which is 
simply a sum of counts registered in channels corresponding to 1104 ns prior to the channel being 
corrected, has zero uncertainty, so 6a is also set to zero. (In the case of the single stop-per-start mode, 
the sum runs over all channels up to the channel under correction, but the uncertainty on the sum is 
still zero.) 

Thus we are left with just the first term in Eq. (5.36). Evaluating this term gives 

Hence the uncertainty in the deadtime correction depends only on the uncertainty in the intensity varia- 
tion of the neutron beam for levels of deadtime encountered in this measurement. Various measure- 
ments made for the standard deviation of the intensity variation (Sect. 4.1) suggest an uncertainty of 
& 30% for this parameter. 

5.2.3 Background Uncertainties 

We now turn to the uncertainties associated with background corrections. Recall that the back- 
ground consists of three components: (1) a time-independent background, (2) an exponentially decay- 
ing background due to hydrogen capture in the water moderator surrounding the target and subsequent 
emission of a 2.2-MeV gamma ray, and (3) a background due to capture of slow neutrons by the boron 
in the Pyrex glass face of the photomultiplier tube. As discussed earlier, the background for each bias 
spectrum can be expressed as 

where 

a = the time-independent background, 
/3 = the H(n,y) time-dependent term, with half-life = 0.6937 

at + f = the 1°~(n,a)  term for 3 < t < 17 psec, 
e = this term from 17 < t < 26 psec, and 
g = this term for t > 26 psec, with k= 1 (2) for sample-out (in). 



We now review the removal of these backgrounds from each bias spectrum in order to estimate uncer- 
tainties and correlations among the terms. 

The time-independent term a is obtained at time t  > 1000 psec, where the remaining backgrounds 
are negligible. A small correction (<5%) is made to a to account for the observation of the 190 eV 
resonance in 2 3 8 ~ ,  which is treated as part of the l0~(n ,a )  background. A value for a is extracted for 
each bias level and subtracted for both the sample-in and sample-out spectra. The background due to 
the 2.2-MeV gamma ray from hydrogen capture is evaluated from a separate short measurement which 
has 20.3 cm of polyethylene in the beam to remove neutrons. The value of /3 is then extracted from 
bias 4, after removal of the time-independent background, and renormalized both to remove attenuation 
of the 2.2-MeV gamma ray through 20.3 cm of polyethylene and to include the attenuation through the 
nickel sample for sample-in. B is then normalized to the number of bursts for sample-in and sample-out 
and finally multiplied by the ratios 0.1 5:O. 16:O. 18: 1 .OO to get the appropriate value for biases 1, 2, and 
3. This background is then calculated and subtracted channel by channel from each bias for sample-in 
and -out. Thus, since the value of /3 was not extracted from the nickel measurement and the value of /3 
is not affected by the value chosen for a ,  a and /3 are uncorrelated. The value of 7 is taken from exper- 
iment as 25.4 psec (see Sect. 3.1), but clearly is correlated with 0. 

Finally, the last component of the background, due to the 1°~(n,ay) reaction, is evaluated and 
removed. The term d / t k  is fit to the remaining background in bias 3 of sample-in and -out after the 
useful neutrons have passed. Inspecting this background in bias 4, where it is smaller but can be 
observed at shorter times, we find it begins to flatten out for times <26 psec. We then use the value of 
g/ tk  at 26 psec to establish the constant value e. Thus, g and e are correlated. The background is 
assumed constant in time from 26 to 17 psec, where the flux shape at short times implies it should 
decrease with decreasing time. We chose a linear dependence for this background from 17 to 3 psec. 
For times <3 psec, we assume the background due to this process is zero. The terms a and f are 
obtained from the requirement that the background match onto e at 17 psec and go to zero at t  = 3 
psec. Thus, the values of a and f are correlated to the parameters e and g. The values of e, and partic- 
ularly a and f, are poorly known, cannot be extracted from measurement, and can only be estimated. 
Once parameter values for bias 3 have been obtained, values for biases 1, 2, and 4 are obtained by mul- 
tiplying the bias-3 parameters by 0.15, 0.32, and 0.60, respectively. As noted earlier in the report, dur- 
ing the data reduction the measured spectra for bias 3, t  > 31 psec was utilized for this background 
removal, and not the analytic form g/ tk .  For times t  < 31 psec, the analytic estimate had to be used. 
The analytic form for t  > 26 psec is necessary for the uncertainty analysis and covariance matrix esti- 
mate to be described later in this report. 

From this discussion, we find that the parameter /3 is not correlated to a, but since a, f, e, and g are 
evaluated after the backgrounds associated with a and /3 are removed, they are each correlated to a and 
8. Values for these correlations are not easily estimated, however. Our estimates are described in the 
following section. 

5.3 CROSS-SECTION UNCERTAINTIES AND CORRELATIONS 

Once the data are corrected for deadtime effects and backgrounds, they are ready to be converted to 
cross sections, and appropriate uncertainties must be given for each data point. We now use the infor- 
mation jpst developed to investigate these uncertainties. 



The cross section a can be written as 

where n is the sample thickness in atomslbarn, and T is the transmission of neutrons through the Sam- 
ple, given by 

where m represents the monitor counts, c represents the measured counts, d is the deadtime correction, 
and b is the background. The lower-case symbols refer to sample-in, while upper case refers to sample- 
out. Thus 

The uncertainty on a can be derived by considering the small increment in a due to small increments in 
these parameters, i.e., from 

Evaluating the derivatives yields for the increment in the cross section 

Labeling the three terms X, Y, and Z respectively gives 

The covariance between data points i and j is defined as the expectation value of the product of small 
increments in ai and aj. 



Since the determinations of values and uncertainties for n, m, and M were made independently of 
the determinations of values and uncertainties for background parameters, deadtime correction factors, 
and raw data counts, it is reasonable to assume that the term X is not correlated to terms Y and 2. 
Therefore, cross terms involving X may be dropped, leaving 

Each term in this expression may be explicitly evaluated; consider first the term <XiXj> 

6M + ,, - - 6M <Xixi> = "1 oj- I + - nM - nm nm 

Let us consider individual terms in the preceding expression: <6n6M> is the correlation between the 
sample thickness and monitor counts for sample-out. We assume this correlation is zero. Similarly, 
assume <6n6m>, <6M6n>, <6M6m>, <6m6M>, and <6m6n> = 0. Thus we are left with 

where An2, AM2, and Am2 are the variances of the uncertainties of the sample thickness, monitor-out 
and monitor-in counts, respectively. Values for these uncertainties have been given earlier in this 
section. 



Likewise, the term <Y;:q> can be expanded as 

where the denominator Dl  is n2(cidi - bi)(cjdj - bj). The following terms are assumed to be 
uncorrelated, hence their expectation values are zero: <6ci6dj>, <6ci6bj>, < 6di6cj>, and <6bi6cj>. 
Thus, this term yields 

where we have used <6ci6cj> = cisij since raw counts obey a Poisson distribution. 

For the next term, we find 

where the denominator 0 2  is given by n2(cidi - bi)(CjDj - Bj). We assume all of these terms 
involving correlations between sample-in and sample-out quantities are zero, except for two terms. The 
term involving <6di6Dj> is non-zero since the uncertainties for sample-in and -out deadtime corrections 
are related by the variation in intensity 2. The last term is non-zero since the background due to 
hydrogen capture for sample-in is obtained by renormalizing the sample-out value. Thus 



Similarly, the term <ZiYj> is given by 

where the denominator 0 3  is n 2 ( c i ~ i  - Bi)(cjdj - bj) .  Again, as for the last term, there are 
only two non-zero covariances, so this term reduces to 

Finally, we note that the term <ZiZj> is similar to the term < K q >  except it involves the 
sample-out parameters. Thus, by analogy with Eq. (5.52), we can write 

where the denominator 0 4  is given by n 2 ( c i o i  - Bi)(CjDj - Bj).  

Substituting these results in Eq. (5.46) and retaining only the non-zero correlations yields the final 
expression for the covariance matrix for the corrected data in terms of uncertainties in the corrections. 



where the denominators are previously defined. 

Each of these terms can be expanded in terms of the individual expressions for uncertainties in the 
deadtime and the background, and we now evaluate each term in Eq. (5.60). 

Recall the expression for increments in the deadtime correction 

Therefore the covariances between the various deadtime corrections for channels i and j are given by 

and 

where ~ ( 2 ) ~  is the variance of 2, which in turn is the variance (the square of the standard deviation) 
of the variation in intensity of the neutron beam. Thus, we have the necessary expressions for the dead- 
time terms in Eq. (5.60). 



Similarly, from the expression for the background b 

b = a + (at + f )  + e + g/tk , (5.65) 

a small increment in b is given by increments in each of the eight background parameters, via 

This reduces to 

+ (sat + sf) + 6e + (6g/tk - Qnt g/tk 6k) . 

(It is implicit that only one of the three quantities (6at +6f), 6e, ( 6g/tk - Qnt g/tk 6k) is pres- 
ent for a given channel. See Sect. 4.2.3 for details.) 

We must now form the expectation values for the background and background-deadtime terms in 
Eq. (5.60). First, consider the background correlation between points i and j for sample-in. The 
expressions for sample-out, <6Bi6Bj>, will have the same form. 

Multiplying out these terms and combining yields the result 



P2titj -(tl+t,)/r 
<6bi6bj> = <6a2> + <6P2>e -(ta+f1)/7 + <a72> e 

r4 

<6 '> g2 Qnti Qntj + <6a2>titj + <6f2> + <6e2> + + 
tktk 

<6k2> 
ti"$ ' I  

+ <6a6/3>(e-"" + e-'/')+ <6a6r>a[tie-t~7 + tje-tfi] 
r2 

+ <6a6a>(ti + ti) + 2<6a6f> + 2<6a6e> + <6a6g> 

Qnti B -(t1+t1v7(ti + t j )  
- <6a6k>g[;i- + ?I+ <6P6r>-e 

r2 

+ <6P6a>(tie-'/' + tje-"3 + <ap6f>[e-'~' + e-'fi] 

+ <6~6e>[e-'/' + eWt/3 + 

- < ~ p ~ k > g  + + <6~6a>, P titj[e-'~' + 
7 

B + <6r6f>J-[tie-'~' + tje-'fi] + <6r6e>-[tie-'/' + tje 
r2 r2 

- 417 - t ~ .  Qntj tie -ti/T Qnti tje 
<676k>* + <676g>-@-[% r2 - { + ti" 

+ <8a6f>(ti + ti) + <6a6e>(ti + ti) + <6a6g> 

+ 2<6f6e> + <6f6g> 

- <afax>g[? + 71 + <aeag>[$ + $1 
(5.69) 

<6g6k>g -<6e6k>gk[?+?]- k + g ] .  



Departing from our convention of small letters for sample-in and capital letters for sample-out, we 
denote sample-out background parameters by primes. 

For sample-in and sample-out backgrounds, only the terms in 6/3 are correlated, hence (assuming 7 

= 7'). 

and 

Finally, evaluating covariance terms between deadtime and background corrections, we get 

di(di - 1) I Btj - t f i  
<6di6bj> = <6(a2)6a> + e-tfi<6(a2)6/3> + -e <6(a2)67> 

l + a 2  r2  



1 gtQnti + -<6gr6(a2)> - --<6k'6(o2)> tk ti" 

We now have explicit expressions for each term in Eq. (5.60) in terms of covariances of parameter 
uncertainties. 

From Eq. (5.60) we know which terms of the covariance matrix we must evaluate, and in Eqs. (5.61) 
to (5.75) we carry out the algebra of expressing these covariances in terms of the measured parameters. 
To summarize this information, Table 7 presents a matrix of all parameters pertinent to the uncertainty 
analysis and indicates those parameters which have non-zero covariances. Since there are 30 parame- 
ters, we have (30 X 29)/2 = 435 possible off-diagonal components of this symmetric matrix, plus the 
uncertainties on each of the 30 parameters, for a total of 465 terms to evaluate. In Table 7 the non- 
zero entries for which we have derived parameter relationships are labeled to distinguish whether they 
refer to sample-in or sample-out covariances, or whether they are independent of sample-in or -out. 

We count 105 non-zero terms, or about 25% of the total number of possible entries. Note that we 
have chosen to list the a background contributions for each of the four bias spectra separately, rather 
than combine them as was done to form the final sample-in and sample-out spectra, since this is the 
way the data reduction process was done. Similarly, the @ parameter was extracted from an independ- 
ent measurement for bias 4 and renormalized for the present data. The ratios r l ,  r2, and r3 are then 
used to normalize P4 for biases 1, 2, and 3 (See Sect. 3.2). Parameters g and gr  were obtained from 
the bias-3 data and normalized by the ratios sl ,  s2, and 3 4  obtained from another separate measurement 
to obtain the values for biases 1, 2, and 4. 

Considering the diagonal terms (variances) for the parameters, we have discussed uncertainties on n, 
m, M, and r? previously in this section. Uncertainties on the a's for sample-in and sample-out were 
determined directly from the fitting procedure which provided the values of these parameters. Likewise, 
the values and uncertainties for g and gr were given by the fitting procedures (See Sect. 4.2.3). All 
rther uncertainties and covariances are yet to be determined, and we now turn to this problem. 
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We first evaluate the term ~ / 3 "  by considering the term <6/36/3'> in Eq. (5.70). Recall from Sect. 
5.2.3 that we can write the value of /3 for bias 4 sample-out in terms of the /3 measured in the auxiliary 
measurement as 

where the primes refer to sample-out, T is the number of bursts, and subscript a refers to the auxiliary 
measurement. up is the transmission of a 2.2-MeV gamma ray through 20.3 cm of polyethylene. For 
sample-in 

where U N ~  represents the transmission of the 2.2-MeV gamma ray through 2.54 cm of nickel. To evalu- 
ate /3 in biases 1, 2, and 3, we multiply the bias4 value by ri, where r l  = 0.15, r2 = 0.16, and r3  = 

0.18. Thus 

B T' B'. = L ri 
up Ta 

and 

For sample-out, taking small increments and recalling from Sect. 5.2.2 that 6T = 6T' = 6Ta = 0, 
we find 

which gives 



and for sample-in 

which gives 

Since (~3@~/@,) is estimated to be 3096, and since ref. ST70, from which the gamma-ray interaction 
cross sections were taken, suggests a 3% uncertainty on (6up/up) and ( ~ u ~ ~ / u ~ ~ ) ,  we can drop these last 
two terms. This leaves 

and for sample-in 

Thus, for two biases i and j, we obtain the desired results 

We also obtain the results for the covariances between sample-in terms as 



and for i = j 

= B i Z ( ~ B a / f l a ) ~  + BiZ(~rilri)~ 

The results for sample-out terms are similar: 

and for i = j 

However, we note that pi and pi are related by a constant number with a negligible uncertainty 
which we have ignored, i.e., via 

Thus Eq. (5.84) becomes 

<S/.?iS/3i> = uNi TIT' ( ~ 8 ' ~ ) ~  . 

Similarly, Eq. (5.86) becomes 



Since the off-diagonal and diagonal covariance matrix elements can be written in terms of the 
sample-out uncertainty, Table 7 contains an entry only for (AP)~, the sample-out uncertainty. 

We now consider the entries in Table 7 for rl, r2, and r3. Recall we define the ratios r,, for 
sample-out by 

Taking small increments we find 

Forming the matrix element for two ratios m and n, we get 

since <6Pn6P4> = <6Pm6P4> = 0. 

From Eq. (5.76), we see that the (relative) uncertainty (Ap4/P4) can be replaced by the uncer- 
tainty on (A/3a//3a), which is the measured quantity. Thus 



As noted earlier in this section, the uncertainty A/3,/pa is estimated to be 25%, and the uncertainties 
APn/pn are estimated to be 3096, 20%, and 20% for n = 1, 2, and 3, respectively. With the ratios 
r , = 0.15, rz = 0.16, and r3 = 0.18, we can evaluate the above matrix elements. 

The value of T was fixed at 25.4 psec, corresponding to a half-life of 0.693 X 25.4 = 17.6 psec. 
This value is based on calculations (KI72) and results of previous measurements. The uncertainty is 
estimated to be 1.0 psec. 

We now develop expressions for uncertainties on parameters associated with the 1°B(n,cwy) back- 
ground. The ratios which give the distribution of the 'OB(n,ay) background among biases 1, 2, and 4 
are also obtained from a separate measurement. Since the purity of the source is measured and the sta- 
tistical uncertainty on the counts for each bias level is less than 0.1%, these ratios are.assumed to be 
known to 5%, to allow some possible systematic uncertainty. 

To evaluate the covariance matrix terms for the ratios sl, s2, and s4, we recall 

where Zi is the integrated spectrum for bias i from the auxiliary measurement. 

Taking small increments, we find 

For the covariance between two biases i and j 

where <61i613> = <6Zj6Z3> = 0. 



With sl = 0.15, s z  = 0.32, s4 = 0.60, (AIi/Zi) = 5%, and (AZ3/13) = 5%, we can evaluate the 
diagonal and off-diagonal terms. 

Uncertainties for parameters associated with the 1°~(n,ay) background are now developed. The fit- 
ting procedure assumed the parameter k was fixed; to estimate the uncertainty on k, we consider the 
uncertainty 6b4 on this term of the background at time t4 = 50 psec (an arbitrary time, chosen for 
convenience). 

(We can write the background b4 = g/t$ equivalently as b = g ( ~ / t ) ~  where 8 = 1 psec so the 
argument of the logarithm is a dimensionless quantity. This is implicitly assumed for the remainder of 
this work.) 

Thus, Eq. (5.99) yields an expression for 6k 

for a small increment in k. 

Thus forming the expectation value gives 

for the uncertainty on k, where we have assumed <6g6b4> = 0. To obtain the covariance between g 
and k, multiply Eq. (5.100) by 6g and take the expectation value 

Both Ag/g and Ab4/b4 are extractable from the data, so there is no ambiguity in Eqs. (5.101) and 
(5.102).\ 



The value of e is fixed at t3 = 26 psec. It is convenient to define a term eo via 

where the value of eo is zero but its uncertainty is non-zero. (eo is independent of g and k.) A small 
increment in e is related to increments in g, k, and eo via 

Substituting Eq. (5.100) for 6k and Eq. (5.103) for t'j (with eo = 0)  gives 

For simplicity, set q = Qnt3/Qnt4 and form <6e6e> (= ~ e ~ )  

where Ag/g and Ab4/b4 are known and Aeo/e is estimated to be 0.25. Multiplying Eq. (5.105) by 6g 
(or 6k) and taking expectation values gives 

and 

Bnt 

In a similar manner, values for a and f are fixed by setting, at t = 3psec 



and at t 2  = 17 psec 

where <ao> and <fo> = 0, but the corresponding uncertainties are non-zero. a, and fo are, m reo- 

and f give 
S ver, assumed to be independent of each other and of all other parameters. Solving these equations or a 

and 

Small increments in a and f yield 

6a = 6e + 60, = a(6ele) + 6u0 
t 2  - t l  

Calculating the expectation values produces 



since a, e, and f are assumed to be uncorrelated. Values for Aa,/a and Af,/f may then be 
guesstimated; the value 0.4 is used for both. Since values of Ae have already been determined, Aa and 
Af are now known. 

To obtain the covariance of a (or J) with e, simply multiply Eq. (5.1 13) or Eq. (5.1 14) by 6e and 
take expectation values. 

and 

The covariance between a and f is found from the product of Eqs. (5.1 13) and (5.1 14). 

By combining Eqs. (5.1 13) and (5.1 14) with Eqs. (5.107) and (5.108), the remaining covariances 
can be evaluated in terms of the known uncertainty Ag and Ab4: 



Similarly, we need to determine the covariances of 6 2  with the background parameters, since 
changing a2 in the deadtime correction clearly affects the values of the background parameters. At 
long times, where the background parameter a! is extracted for each bias, the net counts cti = cid - bi 
are zero. Hence, since c, d, and b are all nearly independent of channel at long times, 

and 

but 

Forming the covariance with 6a2, and using a! = cd, gives 

The last term is zero, so for each bias i we have 



An identical relation holds for sample-out, with ai - ati, d - D. 

Following removal of the background a ,  the remaining background at intermediate times (a few 
hundred psec) is given by g/tk and represents the 1°~(n,ay) background. Thus 

ct  = cd - b = 0 for b = g/tk (5.130) 

so that 

and 

Forming the covariance with 6 2  

= dtk<6c8$> + ctk<6d8$> + tkPnt<6k6u2> + ktk-'<6t6d> (5.134) 

Only the second term is non-zero, so 

where we have used 6d = d(d-1) 6$. 
1+$ 



Since ctk = g/d, if we use an average value of the deadtime correction, we finally obtain 

- - 
Again, an identical relation holds for sample-out, with g + g', d -t D. 

Now we can develop the covariance matrix elements between 6 2  and 6a, 6f, and 6e. In particular, 
from Eq. (5.104) 

Thus, forming the covariance 

1 <6e6a2> = -<6g6a2> - eLnt3 <6k62> + <6e06$> 
1'; 

Since k was fixed, we assume <6k6a2> = 0, and we assume the last term is also zero. Thus 

Similarly, from Eq. (5.1 13) 

Thus 

We assume <6a062> = 0, so 



Finally, from Eq. (5.1 14) 

Thus 

<6f6u2> = f/e<6e6$> + <6f,,6u2> 

Again assuming the last term is zero gives 

As before, sample-out matrix elements have the identical forms of the above equations, with substitution 
of the appropriate sample-out parameters. 

We now have explicit algebraic relationships for all of the diagonal and many of the off-diagonal 
entries in Table 7, in terms of the measurement parameters and their uncertainties. In Table 8 we sum- 
marize the values of these parameters and their variances. Thus, at this point we are able to calculate 
numerical values for many of the entries in Table 7. 

It remains to determine the off-diagonal covariances between a, j3, T ,  and the other parameters. In 
this case, no obvious analytic relationships are available so we must resort to rather crude estimates. 
Recall that the covariance between two parameters P1 and P2 can always be written in terms of a cor- 
relation cl,2 via 

where I C I , ~  I 6 1, and AP1 and AP2 are the uncertainties (i.e., the square root of the variances) of these 
parameters. These variances are available for all the parameters from Table 8, and the sign for c l , ~  can 
generally be determined by physical intuition. We can estimate the magnitude of I cl.2 I and use Eq. 
(5.146) to obtain our "best guess" for the remaining covariances in Table 7. 

We now describe our methods for estimating the magnitude and signs of cl,2 for the remaining 
covariances. Since parameters for the 'OB(n,ay) background are extracted from bias-3 data following 
removal of a3 and /3', a non-zero correlation is expected between a3 and g, k, e, a, and f. It is plausible 
that if we increase a3, there would be less I0B(n,a) background to remove, so the sign of C I , ~  is taken as 
negative. We arbitrarily choose I c l , ~  1 = 0.5 for <6a36g>. Thus 



Table 8. Summary of the values and variances of the data correction 
parameters used in this work. Some parameters were assigned 

absolute uncertainties while others were relative. 

Parameter Absolute Percent 
number Symbol Value uncertainty uncertainty 



Equations (5.100), (5.105), (5.113), and (5.114) give us expressions for 6k, 6e, 6a, and 6f which 
can be expressed in terms of 6g, so the covariance terms <6a36k>, <6a36e>, <6a36a> and <6a36f > 
can be written in terms of <6a36g>. We will not go through the algebra here, but the final results will 
be displayed later. The same expressions are valid for the sample-out covariances by substituting the 
sample-out parameters. 

We note that the covariance between 6 2  and 68' is zero since BI is evaluated from a separate meas- 
urement, so changing 2 in the present measurement would not change the value of 8'. Similarly, 6 2  
and 67 are uncorrelated. 

To obtain a relation between 6@' and 67, we can set a small increment in this background component 
to zero to see how the terms compensate. 

This yields 

Thus, multiplying by 67 and taking the expectation value gives 

Evaluating arbitrarily at t = T, we find 



This can now be evaluated using values from Table 8. 

Since the 'OB(n,cuy) background is removed following the H(n,y) background described by pe-'l7, 
correlations exist among the parameters 81 and 7 and the parameters describing the "'B background. 
Since increasing /3' would leave less 'OB background, the sign of the correlation is negative. We arbi- 
trarily choose a correlation coefficient of -0.5 for <6/3'6g>. Thus, 

and as we noted previously, we have expressions for 6k, 6e, 6a and 6f in terms of 6g, so the assump 
tion of -0.5 can be propogated for the other covariances between 68' and the 'OB parameters. Also, 
the sample-out covariances are obtained by replacing 6g + 6g1, etc. 

Finally, we need to evaluate the covariance terms between 67 and the parameter uncertainties in the 
'OB background. From Eq. (5.149) we found 

We choose to evaluate this at t = 7 for convenience, so 

Thus, we can easily evaluate the required terms, i.e., substituting for 6P, 

<6/3'6g> = -0.5APAg becomes 

<676g> = +0.5(7/P)A@'Ag or 

<676g> = +(~/P)<6/3'6g> . 

So we find that the covariance terms involving 67 can be obtained from the covariance terms by 
multiplying the latter terms by r/p. The sampleout results for g' etc., easily follow as noted earlier. 
This completes the derivation of all non-zero terms in Table 7. 



5.4. THE UNCERTAINTY PROPAGATION CODE ALEX 

The estimates of parameter uncertainties and correlations described in earlier sections were used as 
input to the computer program ALEX, which is a generalized data uncertainty propagation program 
designed to provide variances and covariances for experimental data, including the capability to com- 
bine the results into a covariance matrix of manageable size. The code ALEX is described in detail in 
another report (LA83a). 

Input to ALEX (Analysis of Experimental Data, with honors going to Alex Zucker who authorized 
its development) consists of the following pieces of information: 

1. Raw data (counts) for sample-in and sample-out. 

2. Dead-time correction factors for sample-in and sample-out. 

3. Channel structure for storage of (1) and (2). 

4. Analytic expressions for the five functions f in the expression 

where Xis  either the cross section or the transmission. 

5. Derivatives of each of these five functions with respect to the parameters in the func- 
tions. 

6. Values and covariances for all parameters appearing in any of the five functions (non- 
zero entries in Table 7 and parameter values and uncertainties from Table 8). 

7. Group structure (energy boundaries) for output of binned cross sections (Table 5). 

Output produced by ALEX includes 

1. A computer data file containing the coefficients of the various components of the uncer- 
tainty on each data point. The size of this file is (number of data points) X (number 
of parameters +2). This file is produced by using Inputs (1) through (5) above. Com- 
bining this file with (6) above would yield the full data covariance matrix, whose size is 
the square of the number of data channels; i.e., unmanageably large for a typical 
ORELA measurement (3.6 billion numbers for the present case). 

2. The average cross section and associated covariance matrix for the energy groups speci- 
fied in (7) above. The results are found by summing over the appropriate channels. 

The resulting correlation matrix for the nickel measurement will be presented in the following sec- 
tion of this report. 



6. DISCUSSION OF RESULTS 

6.1 NICKEL CROSS-SECTION RESULTS 

The ENDFIB-V evaluation for natural nickel was done by Divadeenam (DI79). The total cross 
section from 1.0 X eV to 650 keV is given in terms of resonance parameters and a smooth back- 
ground file. This portion of the evaluation is taken over from evaluation work of Stieglitz et al. (ST73) 
which formed part of the ENDFIB-I1 file for nickel. Resonance parameters from that work were based 
on an R-matrix analysis of data from Stieglitz et al. (ST71), Farrell et al. (FA66), and Garg et al. 
(GA71). Details of the analysis are given in ref. ST73 and are summarized here. In that work, the 
above data sets were surveyed and a preliminary set of resonance parameters were picked from reports 
accompanying the data or from BNL-325, Second Edition. This set of resonance parameters was then 
used in an R-matrix code to generate the total cross-section. Parameters were then modified and reso- 
nances added to provide a better visual fit to the experimental data. The set of parameters which ulti- 
mately provided the best visual fit to the above data sets was then adopted for the evaluation up to 650 
keV and still form the evaluation up to 650 keV for ENDFIB-V. We note here that a new resonance 
parameter evaluation (PE82) has been completed for 6 0 ~ i  and is underway for 5 8 ~ i .  This analysis, util- 
izing a newly developed R-matrix code (LA80a) which uses Bayes' theorem for parameter searching, 
has been applied to available isotopic data (HA77) from ORELA measured at the 80-m flight path. 

Comparisons of our averaged cross sections with the ENDFIB-V evaluation are shown in Figs. 10 
through 22. Point cross sections were constructed from the resonance parameters given in the evalua- 
tion and combined with the background cross section in file 3 to form the results shown here. 

Our sample was too thick to allow extraction of peak cross sections for I = 0 resonances near 4.5 
keV in 6 2 ~ i ,  12.5 keV in 6 0 ~ i ,  15.5 keV in 5 8 ~ i ,  28.6 keV in 6 0 ~ i ,  63 keV in 5 8 ~ i ,  and 65.4 keV in 
6 0 ~ i .  Below -20 keV, the resonances noted above removed nearly all the neutrons except for a window 
near 7 keV where some useful data were obtained, although the background contributed about 20% of 
the raw counts. Up to 95 keV, the resonance energies of the evaluation are generally in good agree- 
ment with our results. However, a number of resonances not contained in the evaluation are observed; 
most of the larger ones are I > 0 resonances in 5 8 ~ i .  Above 95 keV, most of the resonances in the eval- 
uation are at a lower energy than we observe in our measurement. This energy shift results in a partic- 
ularly poor representation of cross-section minima around 135 keV and 205 keV. An accurate energy 
scale is especially important for cross-section minima in shielding calculations when a combination of 
materials is used, such as nickel in stainless steel. We observe many more resonances up to 650 keV 
than exist in the present evaluation, and some of the existing ones in the evaluation apparently have the 
wrong spin. 

From 650 to 700 keV, the evaluation is probably based on the data of Schwartz et al. (SC74), 
although it is not clear since the evaluation documentation (ST73, DI79) differ on the description of 
this energy region. From 700 keV to 20 MeV the evaluation is based on a 50-m transmission measure- 
ment by Perey, Love, and Kinney (PE73). In their measurement, neutron transmission was measured 
through thin (2.54 cm) and thick (10.2 cm) nickel samples with a nominal resolution of 0.12 ns/m. 
During the evaluation process, a spline fit was done, using the thin sample data for the peaks and the 
thick sample data for the minima. The present data were taken with the same 2.54-cm-thick sample 
and a nominal resolution of 0.04 ns/m. The higher resolution of the present data is apparent in Figs. 
17 through 22, which compare the ENDFIB-V evaluation with our present data. 

In Fig. 23 we have plotted the percent difference between the nickel data described in this report 
and the present evaluation for ENDFIB-V. This figure demonstrates that above --500 keV our data 































are indeed larger than the present evaluation, but not by the 1520% implied by the thick-sample 
broomstick measurement (MA76, WE82). This raises the question as to whether the nickel broomstick 
benchmark may be in error. 

6.2 COVARIANCE ANALYSIS RESULTS 

As noted at the end of the last section, uncertainties and correlations on the input parameters 
involved in the cross-section determination were used to generate a covariance matrix for the output 
cross sections. Since this is the first application of such a detailed uncertainty analysis to an ORELA 
transmission measurement, we spent some time considering the effects which uncertainties on the input 
parameters had on the output uncertainties for the cross sections. Here we summarize some of those 
results. 

6.2.1 Uncertainty Analysis Results Where Cross Sections Have Been Averaged Into a 15-Group Set 
and AN Correlations in Input Parameters Are Included 

In this case, all uncertainty information is included and should be considered as the primary uncer- 
tainty analysis result. Since we are averaging the data from --60,000 points down to 15 groups, we can 
expect that the statistical uncertainty on each group will be very small, and the correlation matrix will 
be dominated by the longer range, systematic uncertainties. 

For this first example, we present the complete output from the code ALEX, as it provides a con- 
venient summary of the whole uncertainty analysis. For later cases, we will present only the final corre- 
lation matrix. This output for the first example is labeled as Table 9, and an explanation of its various 
sections is given here. The crunch boundaries given in Table 1 are given first, followed by the energy 
group boundaries for the final results (Table 5). Displayed next are the values of the 30 parameters 
and their uncertainties, expressed both in absolute units and as percentages. This information comes 
from Table 8. Following this is the correlation matrix for the input parameters. These numbers are 
derived from the algebraic expressions obtained in the last section and correspond to the non-zero 
entries in Table 7. The first column of this table lists the parameter number, followed by its standard 
deviation and its correlation with other parameters. The group boundaries and the quantity SIGMA 
= Zu(E)AE is given next, along with the values of the derivatives with respect to the parameters. For 
example, the first few terms are a ~ / a n ,  a ~ / a m ,  au/aM, etc., and are evaluated from the equations 
given in Sect. 5. Also note that effects of the summing of selected regions from each bias spectrum for 
the final sample-in and -out spectra are observed, for instance, in cr3 and q, since data from these 
biases are not used for the lower energies. Following this, the group energy boundaries, average cross 
section within the group, and the total uncertainty for that group are given, along with the contributions 
of the statistical uncertainties for sample-in and -out, followed by the contribution to the total uncer- 
tainty by each of the thirty parameters. From this section of output we can observe the relative impor- 
tance of each parameter to the analysis. The explicit relations used to calculate the total uncertainty 
for a group are given by 



Table  9. 

******** INPUT DATA IS FOUND ON FILE "LFTM.DCL" ******** 
NCHN.NCHNMN= 55668 4175 
TIME DELAY (NS) AND FLIGHT PATH LENGTH (MM) ARE 836.000 AND 201442. 

CRUNCH BOUNDARIES AND CHANNEL WIDTHS IN NANOSECONDS 
34836 1 .OOOOO 
7000 2.00000 
8000 4 .OOOOO 
5000 16 .OOOOO 
2000 200 .ooooo 
3164 1000.00000 

ENERGY 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 

INTERVALS IN MEV 
0.022000 
0.030000 
0.036200 
0.040900 
0.067400 
0.111000 
0.183000 
0.302000 
0.498000 
0.821000 
1.350000 
2.230000 
3.6 80000 
6.060000 
10 .oooooo 

PAR USED PARAMETER UNCERTAINTY 
NO. ? ? ? ?  
1 1  0.230400 0.000415 
2 2 19137531 .OOOOOO 57412.593300 
3 3 13610924.000000 68054.620100 
4 4 0.021000 0.006300 
5 5 1.260000 0.050400 
6 6 1.870000 0.074800 
7 7 2.310000 0.092400 
8 8 1.640000 0.065600 
9 9 0.910000 0.036400 
10 10 1.330000 0.053200 
11 11 1.640000 0.065600 
12 12 1.160000 0.046400 
13 13 1.180000 0.295000 
14 14 25.400000 1 .OOOOOO 
15 15 0.150000 0.058417 
16 16 0.160000 0.051225 
17 17 0.180000 0.057628 
18 18 1440.000000 288.000000 
19 19 2.000000 0.072301 
20 20 2.130000 0.639000 
21 21 0 .I52000 0.076000 
22 22 -0.456000 0.228000 
23 23 69 .OOOOOO 13.800000 
24 24 1 .OOOOOO 0.072301 
25 25 2.660000 0.798000 
26 26 0.190000 0.095000 
27 27 -0.570000 0.285000 
28 28 0.150000 0.010607 
29 29 0.3 20000 0.022627 
30 30 0.600000 0.042426 

% UNCERTAINTY 

THICKNESS OF SAMPLE 
MONITOR FOR SAMPLE -IN 
MONITOR FOR SAMPLE -OUT 
VRIANCE IN MAGNITUDE OF nux INTENSITY 
ALPHA FOR BIAS 1. SAMPLE-IN 
ALPHA FOR BIAS 2. SAMPLE-IN 
ALPHA FOR BIAS 3. SAMPLE-IN 
ALPHA FOR BIAS 4s SAMPLE-IN 
ALPHA FOR BIAS 1, SAMPLE-OUT 
ALPHA FOR BIAS 29 SAKPLE-OUT 
ALPHA FOR BIAS 3, SAMPLE-OUT 
ALPHA FOR BIAS 4. SAMPLE-OUT 
BETA FOR SAMPLE-OUT 

PSI 
RATIO OF BETAS FOR BIAS 1 (R-1) 
RATIO OF BETAS FOR BIAS 2 (R-2) 
RATIO OF BETAS FOR BIAS 3 (R-3) 
G FOR BIAS 3. SAMPLE-IN 

EXPONENT FOR SAMPLE-IN 
E FOR BIAS 3. SAMPLE-IN 
A FOR BIAS 3. SAMPLE-IN 
F FOR BIAS 3. SAMPLE-IN 
G FOR BIAS 3 s SAMPLE-OUT 
EXPONENT FOR SAMPLE-OUT 
E FOR BIAS 3s SAMPLE-OUT 
A FOR BIAS 3. SAMPLE-OUT 
FFOR BIAS3. SAMPLE-OUT 
RATIO OF BIAS 1 TO 3 (s-1) 
RATIO OF BIAS 2 TO 3 (s-2) 
RATIO OF BIAS 4 TO 3 (S-4) 





T a b l e  9. (contd) 
******** SUMMED CROSS SECTION AND PARTIAL DERIVATIVES 

EL EH SIGMA DERIVATIVES WRT PARAMETERS 
1 2 3 4 5 6 

THICKNESS MONITOR MONITOR VRIANCE IN ALPHA FOR ALPHA FOR ALPHA FOR 
OF SAMPLE FOR SAMPLE FOR SAMPLE MAGNITUDE BIAS 1. BIAS 2. BIAS 3. 

-IN -OUT OF FLUX SAHPLE-IN SAMPLE-IN SAMPLE-IN 
INTENSITY 

1 0.02200 0.02800 7.6703E-02 -0.3329 1.3608E-09 -1.9133E-09 9.56768-03 5.55943-03 0.0000 0.0000 
2 0.03000 0.03600 7.0505E-02 -0.3060 1.3608E-09 -1.9133E-09 9.54153-03 2.94163-03 0.0000 0.0000 
3 0.03620 0.04090 4.1531E-02 -0.1803 1.0659E-09 -1.4987E-09 7.4700E-03 6.9897E-04 0.0000 0.0000 
4 0.04090 0.06300 0.1235 -0.5360 5.0121E-09 -7.0473E-09 3.5256E-02 1.5255E-03 4.98718-04 0.0000 
5 0.06740 0.11100 0.3190 -1.385 9.88822-09 -1.3903E-08 7.0261E-02 1.84363-03 1.8436E-03 0.0000 
6 0.11100 0.18300 0.4088 -1.774 1.6329E-08 -2.2960E-08 0.1186 9.59363-04 9.59363-04 0.0000 
7 0.18300 0.30200 0.6895 -2.993 2.69883-08 -3.79473-08 0.2069 6.0706E-04 6.0706E-04 0.0000 
8 0.30200 0.49800 0.8207 -3.562 4.44523-08 -6.2501E-08 0.3809 2.7630E-04 2.7630E-04 2.05933-04 
9 0.49800 0.82100 1.076 -4.670 7.3254E-08 -1.0300E-07 0.7463 1.80483-04 1.80483-04 1.80483-04 
10 0.82100 1.35000 1.731 -7.515 1.19973-07 -1.6869E-07 1.305 2.03498-04 2.03493-04 2.03493-04 
11 1.35000 2.23000 2.800 -12.15 1.9958E-07 -2.80623-07 1.577 5.16008-04 5.1600E-04 5.16003-04 
12 2.23000 3.68000 4.861 -21.10 3.2885E-07 -4.62383-07 1.817 1.84123-03 1.8412E-03 1.8412E-03 
13 3.68000 6.06000 8.732 -37.90 5.39771-07 -7.58943-07 2.494 4.3393E-03 4.3393E-03 4.33933-03 
14 6.06000 10.00000 13.98 -60.68 8.9357E-07 -1.25643-06 3.485 6.5840E-03 6.58403-03 6.58403-03 
15 10.00000 19.60000 26.29 -114.1 2.17721-06 -3.06133-06 7.201 4.27543-02 4.27543-02 4.27546-02 

DERIVATIVES WRT PAR. CONTINUED 
PAR NUM 8 9 10 11 12 13 14 15 16 

ALPHA FOR ALPHA FOR ALPHA FOR ALPHA FOR ALPHA FOR BETA FOR RATIO OF RATIO OF 
BIAS 4. BIAS 1. BIAS 2. BIAS 3. BIAS 4. SAMPLE-OUT PSI BETAS FOR BETAS FOR 
SAMPLE-IN SAMPLE-OUT SAMPLE-OUT SAMPLE-OUT SAMPLE-OUT BIAS 1 BIAS 2 

(R-1) (R-2) 
1 0.0000 -3.0728E-04 0.0000 0.0000 0.0000 -1.20903-06 -2.0401E-07 -9.51088-06 0.0000 
2 0.0000 -2.1536E-04 0.0000 0.0000 0.0000 -1.36911-06 -2.0080E-07 -1.07703-05 0.0000 
3 0.0000 -1.1899E-04 0.0000 0.0000 0.0000 -9.5330E-07 -1.29703-07 -7.49933-06 0.0000 
4 0.0000 -2.9755E-04 -4.9531E-05 0.0000 0.0000 -4.2326E-06 -4.92643-07 -2.7273E-05 -5.64673-06 
5 0.0000 -2.8777E-04 -2.8777E-04 0.0000 0.0000 -1.2877E-05 -1.15223-06 -4.90153-05 -4.9015E-05 
6 0.0000 -2.45111-04 -2.45113-04 0.0000 0.0000 -1.6560E-05 -1.16743-06 -6.3034E-05 -6.3034E-05 
7 0.0000 -1.84063-04 -1.8406E-04 0.0000 0.0000 -1-73643-05 -9.56731-07 -6.60943-05 -6.6094E-05 
8 0.0000 -1.36533-04 -1.3653E-04 -1.05313-04 0.0000 -2.45163-05 -1.04113-06 -6.39323-05 -6.3932E-05 
9 0.0000 -1.12403-04 -1.12401-04 -1.12403-04 0.0000 -2.67953-05 -8.9525E-07 -6.45273-05 -6.4527E-05 
10 1.13261-04 -1.31993-04 -1.31993-04 -1.3199E-04 -7.19003-05 -7.9756E-05 -1.9908E-06 -8.9464E-05 -8.94643-05 
11 5.16003-04 -3.47503-04 -3.4750E-04 -3.47503-04 -3.47503-04 -3.38453-04 -6.6779E-06 -2.68033-04 -2.68033-04 
12 1.8412E-03 -1.1901E-03 -1.1901E-03 -1.1901E-03 -1.1901E-03 -1.27108-03 -1.9648E-05 -1.00663-03 -1.00663-03 
13 4.33933-03 -2.61833-03 -2.61833-03 -2.61833-03 -2.61833-03 -2.99953-03 -3.66068-05 -2.3754E-03 -2.37543-03 
14 6.5840E-03 -4.1036E-03 -4.1036E-03 -4.1036E-03 -4.10361-03 -4.98951-03 -4.71021-05 -3.9514E-03 -3.95143-03 
15 4.2754E-02 -3.2732E-02 -3.2732E-02 -3.2732E-02 -3.27328-02 -4.20983-02 -2.8757E-04 -3.33393-02 -3.3339E-02 

DERIVATIVES WRT PAR. CONTINUED 
PAR NUM 17 18 19 20 21 22 23 24 25 

RATIO OF G FOR EXPONENT E FOR A FOR F FOR G FOR EXPONENT 3 FOR 
BETAS FOR BIAS 3. FOR BIAS 3, BIAS 3, BIAS 3, BIAS 3. FOR BIAS 3. 
BIAS 3 SAMPLE-IN SAMPLE-IN SAMPLE-IN SAMPLE-IN SAMPLE-IN SAMPLE-OUT SAMPLE-OUT SAMPLE-OUT 
(R-3) 

1 0.0000 9.36223-08 -6.1290E-04 0.0000 0.0000 0.0000 -4.97891-07 1.55533-04 0.0000 
2 0.0000 6.70491-08 -4.2437E-04 0.0000 0.0000 0.0000 -4.02153-07 1.21708-04 0.0000 
3 0.0000 1.8800E-08 -1.16768-04 0.0000 0.0000 0.0000 -2.3982E-07 7.13153-05 0.0000 
4 0.0000 1.01973-07 -6.04423-04 0.0000 0.0000 0.0000 -9.53963-07 2.72998-04 0.0000 
5 0.0000 3.49723-07 -1.96353-03 0.0000 0.0000 0.0000 -2.75153-06 7.3900E-04 0.0000 
6 0.0000 3.1071E-07 -1.62693-03 0.0000 0.0000 0.0000 -2.9807E-06 7.5108E-04 0.0000 
7 0.0000 3.1071E-07 -1.52411-03 0.0000 0.0000 0.0000 -2.86893-06 6.73771-04 0.0000 
8 -5.0612E-05 4.97273-08 -2.32703-04 3.0272E-04 0.0000 0.0000 -5.67903-07 1.27433-04 -1.54803-04 
9 -6.45273-05 0.0000 0.0000 2.61473-04 6.18713-05 3.83608-06 0.0000 0.0000 -1.62123-04 
10-8.94643-05 0.0000 0.0000 0.0000 5.11158-03 3.67083-04 0.0000 0.0000 0.0000 
11-2.68033-04 0.0000 0.0000 0.0000 1-15643-02 1.06813-03 0.0000 0.0000 0.OOOU 
12-1.00663-03 0.0000 0.0000 0.0000 3.22203-02 3.81143-03 0.0000 0.0000 0.0000 
13-2.3754E-03 0.0000 0.0000 0.0000 5.9917E-02 8.98233-03 0.0000 0.0000 0.0000 
14-3.9514E-03 0.0000 0.0000 0.0000 7.06001-02 1.36298-02 0.0000 0.0000 0.0000 
15-3.3339E-02 0.0000 0.0000 0.0000 0.3326 8.85013-02 0.0000 0.0000 0.0000 

DERIVATIVES WRT PAR. CONTINUED 
PAR NUM 26 27 28 29 30 

A FOR F FOR RATIO OF RATIO OF RATIO OF 
BIAS 3. BIAS 3. BIAS 1 BIAS 2 BIAS 4 
SAMPLE-OUT SAMPLE-OUT TO 3 TO 3 TO 3 

(S-1) (5-2) (5-4) 
1 0.0000 0.0000 -2.29033-04 0.0000 0.0000 
2 0.0000 0.0000 -1.84993-04 0.0000 0.0000 
3 0.0000 0.0000 -1.10323-04 0.0000 0.0000 
4 0.0000 0.0000 -3.16003-04 -5.75723-05 0.0000 
5 0.0000 0.0000 -4.03943-04 -4.0394E-04 0.0000 
6 0.0000 0.0000 -4.37593-04 -4.37593-04 0.0000 
7 0.0000 0.0000 -4.21183-04 -4.21183-04 0.0000 
8 0.0000 0.0000 -3.6349E-04 -3.63498-04 0.0000 
9 -5.01663-05 -3.11113-06 -2.98643-04 -2.98643-04 0.0000 
10 -3.30951-03 -2.37163-04 -2.78393-04 -2.7839E-04 -1.40653-04 
11 -7.77643-03 -7.19326-04 -5.15703-04 -5.15701-04 -5.1570E-04 
12 -2.08563-02 -2.46363-03 -1.23598-03 -1.23598-03 -1.23593-03 
13 -3.62113-02 -5.41991-03 -1.83133-03 -1.83138-03 -1.8313E-03 
14 -4.38911-02 -8.49453-03 -1.68963-03 -1.68963-03 -1.6896E-03 
15 -0.2533 -6.77543-02 -4.59613-03 -4.59613-03 -4.59613-03 



Table  (contd)  

********** CROSS SECTIONS AND CONTRIBUTIONS TO UNCERTAINTIES 

EL EH SIGMA UNCERT. (S-I) (S-0) DERIVATIVES WRT PAR. TIMES DELPAR 
1 2 3 4 5 

THICKNESS MONITOR MONITOR VRIANCE IN ALPHA FOR 
OF SAMPLE FOR SAMPLE FOR SAMPLE MAGNITUDE BIAS 1. 

-IN -OUT OF FLUX SAMPLE-IN 
INTENSITY 

1 0.02200 0.02800 12.78377 0.06560 0.02782 0.00525 2.3011E-02 1.30213-02 2.17013-02 1.0046E-02 4.6699E-02 
2 0.03000 0.03600 11.75086 0.04917 0.02375 0.00542 2.1152E-02 1.3021E-02 2.17013-02 1.0019E-02 2.47101-02 
3 0.03620 0.04090 8.83632 0.03548 0.01307 0.00575 1.5905E-02 1.3021E-02 2.1701E-02 1.0013E-02 7.4Y>3E-03 
4 0.04090 0.06300 5.58761 0.03037 0.00742 0.00238 1.0058E-02 1.3021E-02 2.17018-02 1.0050E-02 3.47903-03 
5 0.06740 0.11100 7.31754 0.03101 0.00436 0.00181 1.31728-02 1.3021E-02 2.1701E-02 1.0152E-02 2.1312E-OJ 
6 0.11100 0.18300 5.67804 0.02942 0.00270 0.00146 1.0220E-02 1.3021E-02 2.1701E-02 1.03783-02 6.7156E-04 
7 0.18300 0.30200 5.79451 0.02958 0.00182 0.00112 1.0430E-02 1.30213-02 2.1701E-02 1.0956E-02 2.5711E-04 
8 0.30200 0.49800 4.18720 0.02917 0.00110 0.00087 7.5370E-03 1.3021E-02 2.17018-02 1.2243E-02 7.1049E-05 
9 0.49800 0.82100 3.33150 0.02983 0.00080 0.00071 5.99673-03 1.3021E-02 2.1701E-02 1.45573-02 2.8161E-05 
10 0.82100 1.35000 3.27286 0.03031 0.00078 0.00071 5.89113-03 1.3021E-02 2.17018-02 1.55418-02 1.93873-0> 
11 1.35000 2.23000 3.18206 0.02837 0.00108 0.00097 5.7277E-03 1.30213-02 2.17018-02 1.12923-02 2.95523-05 
12 2.23000 3.68000 3.35210 0.02741 0.00176 0.00151 6.03383-03 1.30218-02 2.17016-02 7.8939E-03 6.3999E-0> 
13 3.68000 6.06000 3.66883 0.02731 0.00233 0.00193 6.6039E-03 1.3021E-02 2.17011-02 6.6025E-03 9.1891E-05 
14 6.06000 10.00000 3.54833 0.02699 0.00254 0.00212 6.38703-03 1.3021E-02 2.17013-02 5.5721E-03 8.42221-05 
15 10.00000 19.60000 2.73853 0.02745 0.00436 0.00402 4.9294E-03 1.3021E-02 2.1701E-02 4.7259E-03 2.24463-04 

DERIVATIVES WRT PAR. TIMES DELPAR, CONTINUED 
PAR NUMBER 6 7 8 9 10 11 12 13 14 

ALPHA FOR ALPHA FOR ALPHA FOR ALPHA FOR ALPHA FOR ALPHA FOR ALPHA FOR BETA FOR 
BIAS 2. BIAS 3. BIAS 4. BIAS 1. BIAS 2. BIAS 3. BIAS 4. SAMPLE-OUT PSI 
SAMPLE-IN SAMPLE-IN SAMPLE-IN SAMPLE-OUT SAMPLE-OUT SAMPLE-OUT SAMPLE-OUT 

1 0.0000 0.0000 0.0000 1.86423-03 0.0000 0.0000 0.0000 5.94433-05 3.4U02E-05 
2 0.0000 0.0000 0.0000 1.30653-03 0.0000 0.0000 0.0000 6.7312E-05 3.34673-05 
3 0.0000 0.0000 0.0000 9.21581-04 0.0000 0.0000 0.0000 5.98353-05 2.75951-05 
4 1.6879E-03 0.0000 0.0000 4.9008E-04 1.19238-04 0.0000 0.0000 5.6498E-05 2.2292E-05 
5 3.16293-03 0.0000 0.0000 2.40253-04 3.5113E-04 0.0000 0.0000 8.7124E-05 2.64273-05 
6 9.9667E-04 0.0000 0.0000 1.2392E-04 1.8111E-04 0.0000 0.0000 6.7849E-05 1.6214E-05 
7 3,81583-04 0.0000 0.0000 5.63013-05 8.22871-05 0.0000 0.0000 4.30453-05 8.03983-06 
8 1.05453-04 9.7081E-05 0.0000 2.53563-05 3.7059E-05 3.52468-05 0.0000 3.6899E-05 5.3118E-06 
9 4.17953-05 5.16293-05 0.0000 1.2667E-05 1.8514E-05 2.2829E-05 0.0000 2.4472E-05 2.7717E-06 
10 2.87733-05 3.55433-05 1.4045E-05 9.08181-06 1.3273E-05 1.63678-05 6.3066E-06 4.4477E-05 3.76343-06 
11 4.38603-05 5.41803-05 3.84651-05 1.4374E-05 2.1008E-05 2.5904E-05 1.83233-05 1.1346E-04 7.58853-06 
12 9.4982E-05 1.1733E-04 8.3300E-05 2.98763-05 4.3665E-05 5.3843E-05 3.80843-05 2.5858E-04 1.3551E-05 
13 1.3638E-04 1.68473-04 1.1960E-04 4.0044E-05 5.8527E-05 7.21683-05 5.10463-05 3.71783-04 1.5381E-05 
14 1.25008-04 1.5441E-04 1.0962E-04 3.79123-05 5.54093-05 6.8324E-05 4.8327E-05 3.7358E-04 1.19553-05 
15 3.3313E-04 4.11513-04 2.92153-04 1.24113-04 1.81393-04 2.2367E-04 1.5820E-04 1.29363-03 2.99558-05 

DERIVATIVES WET PAR, TIMES DELPAR, CONTINUED 
PAR NUMBER 15 16 17 18 19 20 21 22 23 

RATIO OF RATIO OF RATIO OF G FOR EXPONENT E FOR A FOR F FOR G FOR 
BETAS FOR BETAS FOR BETAS FOR BIAS 3. FOR BIAS 3. BIAS 3. BIAS 3. BIAS 3. 
BIAS 1 BIAS 2 BIAS 3 SAMPLE-IN SAMPLE-IN SAMPLE-IN SAMPLE-IN SAMPLE-IN SAMPLE-OUT 
(R-1) (R-2) (R-3) 

1 9.25983-05 0.0000 0.0000 4.49383-03 7.3855E-03 0.0000 0.0000 0.0000 1.1451E-03 
2 1.0486E-04 0.0000 0.0000 3.21833-03 5.1137E-03 0.0000 0.0000 0.0000 9.2494E-04 
3 9.3209E-05 0.0000 0.0000 1.15203-03 1.79613-03 0.0000 0.0000 0.0000 7.04161-04 
4 7.2091E-05 1.30883-05 0.0000 1.3288E-03 1.97743-03 0.0000 0.0000 0.0000 5.9bb9E-04 
5 6.56713-05 5.75863-05 0.0000 2.31013-03 3.25601-03 0.0000 0.0000 0.0000 8.70883-04 
6 5.11423-05 4.48463-05 0.0000 1.2428E-03 1.63373-03 0.0000 0.0000 0.0000 5.71JOE-04 
7 3.2445E-05 2.84511-05 0.0000 7.51973-04 9.26028-04 0.0000 0.0000 0.0000 3.32693-04 
8 1.90541-05 1.67093-05 1.4881E-05 7.30683-05 8.5840E-05 9.8691E-04 0.0000 0.0000 3.9985E-05 
9 1.16703-05 1.02333-05 1.15133-05 0.0000 0.0000 5.17273-04 1.4558E-05 2.70773-06 0.0000 
10 9.87943-06 8.66323-06 9.74613-06 0.0000 0.0000 0.0000 7.34363-04 1.58213-04 0.0000 
11 1.77938-05 1.56028-05 1.7553E-05 0.0000 0.0000 0.0000 9.98753-04 2.76743-04 0.0000 
12 4.05523-05 3.55593-05 4.0004E-05 0.0000 0.0000 0.0000 1.68883-03 5.99303-04 0.0000 
13 5.83043-05 5.11268-05 5.75173-05 0.0000 0.0000 0.0000 1.91333-03 8.6049E-04 0.0000 
14 5.85863-05 5.1373E-05 5.77953-05 0.0000 0.0000 0.0000 1.36188-03 7.8867E-04 0.0000 
15 2.0287E-04 1.77903-04 2.0013E-04 0.0000 0.0000 0.0000 2.6330E-03 2.10193-03 0.0000 

DERIVATIVES WRT PAR. TIMES DELPAR. CONTINUED 
PAR NUMBER 24 25 26 27 28 29 30 

EXPONENT 3 FOR A FOR F FOR RATIO OF RATIO OF RATIO OF 
FOR BIAS 3. BIAS 3. BIAS 3. BIAS 1 BIAS 2 BIAS 4 

SAKPLE-OUT SAMPLE-OUT SAMPLE-OUT SAMPLE-OUT TO 3 TO 3 TO 3 
(S-1) (S-2) (S-4) 

1 1.8742E-03 0.0000 0.0000 0.0000 4.04873-04 0.0000 0.0000 
2 1.4665E-03 0.0000 0.0000 0.0000 3.27023-04 0.0000 0.0000 
3 1.0971E-03 0.0000 0.0000 0.0000 2.4896E-04 0.0000 0.0000 
4 8.93083-04 0.0000 0.0000 0.0000 1.5166E-04 5.89463-05 0.0000 
5 1.22553-03 0.0000 0.0000 0.0000 9.82673-05 2.09643-04 0.0000 
6 7.54228-04 0.0000 0.0000 0.0000 6.44633-05 1.37523-04 0.0000 
7 4.09373-04 0.0000 0.0000 0.0000 3.75403-05 8.00853-05 0.0000 
8 4.7005E-05 6.3027E-04 0.0000 0.0000 1.96103-05 4-19643-05 0.0000 
9 0.0000 4.00543-04 1.47553-05 2.74513-06 9.80673-06 2.09213-05 0.0000 
10 0.0000 0.0000 5.94333-04 1.27773-04 5.58178-06 1.1908E-05 1.12813-05 
11 0.0000 0.0000 8.39508-04 2.32968-04 6.21578-06 1.32603-05 2.48633-05 
12 0.0000 0.0000 1.36643-03 4.84228-04 9.04078-06 1-92873-05 3.61633-05 
13 0.0000 0.0000 1.44543-03 6.49023-04 8.16123-06 1.74118-05 3.26458-05 
14 0.0000 0.0000 1.05833-03 6.14458-04 4.54853-06 9.70343-06 1.81948-05 
15 0.0000 0.0000 2.50703-03 2.01158-03 5.0780E-06 1.08333-05 2.03123-05 



Table 9 .  ( con td)  

***** FINAL COVARIANCE MATRIX 
ELOW EHIGH % STD.DEV. CORRELATION 

REAL ARRAY SIZE USED FOR ALEX IS 1441 

INTEGER ARRAY SIZE USED FOR ALEX IS 40 1 



at3 = an,:,, + AU;~$, 

where the statistical uncertainty is given by (for sample-in) 

From Poisson statistics 

<6cj6ck> = cisjk 

and since the raw data counts are independent for each channel 

with a similar expression for sample-out. Similarly, for the systematic uncertainty 

where the sum over l? runs over the number of channels in an energy group. 

The final piece of output is the covariance matrix for the output cross sections, expressed for con- 
venience as a correlation matrix. The standard deviations of the group cross sections are also given, 
expressed as percentages. We note from the previous discussion that for this example the (uncorre- 
lated) statistical uncertainties are small, due to the large number of points included in a group. The 



uncertainties are thus dominated by the parameter uncertainties; this is evident by looking at the output 
correlation matrix where the uncertainties at the lowest and highest energies are nearly 50% correlated 
with each other. 

In order to more easily visualize the importance of the various parameter uncertainties, in Figs. 24 
and 25 we have plotted the magnitude of the uncertainty for each of the 30 terms and counting statis- 
tics as a function of energy for this example. We see that n, m, M, and C? are the major contributors. 

6.2.2 Same Example as in Sect. 6.2.1, but With Diagonal Covariance Matrix for the Input Parameters 

The purpose of this example is to understand the importance of the off-diagonal matrix elements for 
the input parameters. To study this effect, we set all off-diagonal terms in Table 7 to zero. Recall that 
many of these terms were evaluated by estimating the magnitude and sign of the correlation coefficient 
CI,Z, and are rather poorly known. Table 10 shows the resulting output correlation matrix. 

Comparing these results with the output correlation matrix for the previous example, we find very 
little difference between the two cases. In particular, the correlations change by, at most, one unit. 
This result is not surprising since from Table 9 we see that the largest contributions to the uncertainties 
are caused by the parameters which are taken to be uncorrelated even in the correlated case, i.e., n, m, 
and M. Thus, we find that neglecting the off-diagonal terms for the input parameter covariance matrix 
is a good approximation. This conclusion should be valid for similar transmission measurements made 
at ORELA in which the correlated uncertainties are frequently small. 

6.2.3 Example of Small Energy Intervals and Full Covariance Matrix for Input Parameters 

The 15-group cross-section analysis is useful for evaluation and reactor analysis, but provides a 
somewhat distorted picture of the measurement since the statistical uncertainties become insignificant. 
As a counter-example to the previous two cases, we look at a case where we choose the energies bound- 
aries to be --I channel wide. For convenience, the channels are taken to be those which form the 
energy boundaries of the previous 15-group case. The results of this example are shown in Table 11, 
where we display selected portions of the ALEX output, namely the part of the "contributions to uncer- 
tainties" which has the statistical uncertainties and the resulting correlation matrix. 

From the "contributions to uncertainties" part, we observe that the statistical uncertainties are now 
much larger, as expected, and, in fact, dominate the uncertainties. This results in smaller values for 
entries in the correlation matrix, since the correlated uncertainties are a smaller part of the total uncer- 
tainty. We also ran this case with zero off-diagonal contributions to the input parameter covariance 
matrix (similar to Sect. 6.2.2), and the only change was the c ~ ~ , ~ s  term which decreased from 10 to 9%. 

6.2.4 Example of 15-Group Cross Sections With Full Parameter Matrix for Input Parameters, 
but Uncertainties on n, m, M, and C? Decreased by 100 

In Sect. 6.2.2, we found negligible effects if the off-diagonal input parameter covariance terms were 
set to zero. This resulted because the largest contributions to the output covariance matrix were from 
n, m, M, and 2, and uncertainties on the first three of these are uncorrelated to other parameter uncer- 
tainties, while C? is only weakly correlated. In this case and the following one, we investigate the 
results by reducing the uncertainties on n, m, M, and d by 100, thus making the uncertainties on the 
remaining input parameters proportionately more important. Table 12 gives the final output correlation 
matrix for this case. 



ORNL-DWG 82-18046 
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Fig. 24. The total uncertainty, expressed in barns, and the contributions of 17 of the 32 components 
which make up the total. S-in is the contribution of the sample-in counting statistics. This figure and 
Fig. 25 are for the case discussed in Sect. 6.2.1. 
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Fig. 25. Contributions of the remaining 15 contributors to the total uncertainty shown in Fig. 24. 
S-out is the contribution of the sample-out statistics. 
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Table 11. Selected ALEX output for the "one-channel group" example 

********** CROSS SECTIONS AND CONTRIBUTIONS TO UNCERTAINTIES 

EL EH SIGMA 

1 0.02200 0.02201 16.66152 
2 0.03000 0.03001 15.23108 
3 0.03620 0.03620 13.65379 
4 0.04090 0.04091 7.11570 
5 0.06740 0.06741 17.05667 
6 0.11100 0.11101 7.80657 
7 0.18300 0.18302 4.07499 
8 0.30200 0.30202 3.98505 
9 0.49800 0.49805 3.98875 
10 0.82100 0.82110 3.20087 
11 1.35000 1.35020 4.75230 
12 2.23000 2.23050 3.74494 
13 3.68000 3.68100 3.41059 
14 6.06000 6.06200 3.71433 
15 10.00000 10.00500 3.13484 
16 19.59000 19.60000 2.27361 

***** FINAL COVARIANCE MATRIX 
ELOW EHIGH % STD.DEV. 

UNCERT. (S-I) DERIVATIVES WRT PAR. TIMES DELPAR 
1 2 3 4 

TEICKNESS MONITOR MONITOR VRIANCE IN 
OF SAMPLE FOR SAMPLE FOR SAMPLE MAGNITUDE 

-IN -OUT OF FLUX 
INTENSITY 

2.99913-02 1.30213-02 2.17013-02 1.00273-02 
2.74163-02 1.30213-02 2.17013-02 1.00063-02 
2.45773-02 1.30213-02 2'.17013-02 1.00133-02 
1.28083-02 1.30213-02 2.17013-02 1.00013-02 
3.07023-02 1.30213-02 2.17013-02 1.01193-02 
1.40523-02 1.30213-02 2.17013-02 1.02283-02 
7.33503-03 1.30213-02 2.17013-02 1.05813-02 
7.17313-03 1.30213-02 2.17013-02 1.14173-02 
7.17973-03 1.30213-02 2.17013-02 1.31093-02 
5.76163-03 1.30213-02 2.17013-02 1.56733-02 
8.55413-03 1.30213-02 2.17013-02 1.43513-02 
6.74093-03 1.30213-02 2.17013-02 9.13893-03 
6.13913-03 1.30213-02 2.17013-02 7.10453-03 
6.68583-03 1.30213-02 2.17013-02 6.24433-03 
5.64273-03 1.30213-02 2.17013-02 5.06573-03 
4.09253-03 1.30213-02 2.17013-02 4.59313-03 

CORRELATION 

1 2  3 4 5 6 7 8 9 1 0 1 1 1 2 1 3 1 4 1 5 1 6  
100 
2 100 
1 1 100 
1 1 1 100 
1 1 1 1100 
1 1  1 1  1100 
1 2  1 2  2 2100 
2 2 1 3  2 3 6100 
2 3 1 4  2 4 7 9100 
3 4 2 5 3 5 9 1 2 1 5 1 0 0  
3 4 2 5 3 5 10 12 15 21100 
2 3 1 4  2 4 7 9 1 1 1 4 1 5 1 0 0  
2 2 1 3  2 3 6 8 1 0 1 3 1 3 1 0 1 0 0  
2 2 1 3  2 3 6 7 9 1 2 1 2  9 8100 
1 2  1 2  2  2  5 6 7 1 0 1 0  7 7 6100 
1 1 0 1 1 1 2 3 4 5 5 4 4 3 3 1 0 0  
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Here we find that the correlations are smaller, since we have reduced the effects of the four major 
contributors (and thereby enhanced the uncorrelated statistical contribution) which are fully correlated 
over the full-energy range. This is especially evident for the block of the correlation matrix which 
corresponds to the long-range correlations. We also note that the percent standard deviation on each 
group is smaller, as expected, since the major contributors were decreased. 

6.2.5 Same Example as Previous Case, Except a Diagonal Covariance Matrix was Used 
for the Input Parameters 

Table 13 shows the final covariance matrix which results from dropping the off-diagonal terms for 
the input parameters. Looking at Table 13 we see that the effects of dropping the off-diagonal ele- 
ments of the input covariance matrix are much more significant than for case 6.2.2; i.e., the long-range 
correlations are much smaller. Two groups of correlated data are now evident; the data from 0.022 to 
0.302 MeV are correlated as are the data from 1.35 to 19.6 MeV, with very little correlation between 
the two groups. 

6.2.6 Uncertainty Analysis for the Averaged Data 

In Sect. 4.3, we described the selective averaging of our data, reducing the number of points from 
60,000 to 13,696 (appropriate for a resonance parameter analysis) and covering the energy range from 
2 keV to 20 MeV. A covariance matrix is not provided for this averaged data set, but in Fig. 26 we 
plot the systematic, statistical, and total uncertainties expressed as a percentage of the total cross sec- 
tion. The uncertainties are derived from Eqs. (6.3) and (6.4). Averaged over the complete energy 
range, the statistical uncertainty is -2.5 times larger than the systematic uncertainty. 

6.2.7 Conclusions from Uncertainty Analysis Results 

Inspection of the results from the previous examples leads to some conclusions regarding future 
uncertainty analyses for similar measurements. First, since uncertainties on n, m, M, and 2 probably 
cannot be reduced by 100 (or even 10) experimentally, these will remain the largest sources of uncer- 
tainty. This implies that the off-diagonal elements of the input parameter covariance can be neglected, 
and only the diagonal terms need be dealt with. We also note that, for unaveraged (or moderately 
averaged) data, the statistical uncertainties are the most important, so running the measurement longer 
may be cost effective if high accuracy results are required. 

We also note from the final output covariance matrix for the various examples that the total uncer- 
tainty is small, perhaps smaller than one would have expected prior to the detailed uncertainty analysis 
presented here. The systematic uncertainties are dominant for the full 15-group case in Sect. 6.2.1, 
where from Eq. (6.2) we find for group 7, for example, AnT = 0.029, Anstat = 0.002, and Ausyst = 
0.029. For the case described in Sect. 6.2.3, where the group contained only one channel, the statistical 
uncertainties are dominant; for group 7 we find AnT = 0.135, Au,,, = 0.132 and Ausys, = 0.027. 
However, the example in Sect. 6.2.6 where we averaged the data in a realistic manner shows that, in 
general, both the statistical and systematic uncertainties are important and must be reported. 
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7. SUMMARY AND CONCLUSIONS 

In this report we have described our nickel transmission measurements. As a result of this attempt 
to measure neutron transmission down to a few keV with a NE110 plastic scintillator, new data acquisi- 
tion schemes have been developed and tested. These tests demonstrated that a background source not 
observed in past measurements now must be dealt with; this source is phototube afterpulsing. In order 
to reduce the lower limit where useful data were obtained in the past from -20 keV down to -2 keV, 
we had to modify our data-taking scheme from a traditional multistop-per-start mode, which produced 
2.5 to 3 counts per burst, to a gated multistop which gives 1.5 to 2 counts per burst. This was done by 
determining time and pulse-height properties of the detected event and deciding then whether to choose 
a multistop or single stop-per-start data acquisition scheme. The cost of pushing the lower energy limit 
for useful data down from 20 to -2 keV has been a decreased counting rate, larger deadtimes (and 
increased sensitivity to neutron intensity variations), and more complicated electronics in the data 
acquisition system. 

This new data acquisition scheme required modifications to our deadtime correction program, since 
some data were taken as single stop-per-start, while other data were taken in the multistop-per-start 
mode. In addition, the variance of the intensity variation was included explicitly and is the only uncer- 
tainty associated with the deadtime correction. This correction to the data was the largest correction 
made and, thus, the most important. 

A detailed discussion of the known backgrounds, their sources as well as their removal, was given. 
The data-taking scheme utilizing four bias levels provided crude pulse-height information which was 
used to isolate sources of backgrounds. The time-dependent backgrounds were then extracted from the 
bias where they were the largest, renormalized to other biases based on ratios obtained in separate 
experiments, and subtracted. Figure 9 shows the backgrounds are small, typically less than 1% (except 
at the resonances). 

An uncertainty analysis was then performed for this measurement, accounting for all known signifi- 
cant sources of possible error in the measurement. Explicit expressions for the uncertainty in the dead- 
time and background corrections were derived, and correlations were estimated among the terms. A 
covariance matrix and associated correlation matrix were derived, along with standard deviations for 
each energy point. Since there were initially 60,000 data points, the cross sections were averaged into 
15 groups, and the 15 energies and cross sections were given along with the 15 X 15 correlation matrix 
and standard deviations for each group. 

One point which remains to be settled is the disagreement of our hydrogen measurement with the 
evaluated cross section. Our measurement goes systematically from -1% low at 50 keV to 1.5% high 
at 1 MeV, and then remains --1.5% high to 20 MeV. The problem appears to be associated with our 
efforts to detect low-energy neutrons and corresponding low-light levels, since similar data taken with 
much higher discriminator levels are in -0.5% agreement with the hydrogen cross section. This also 
leads to an apparent inconsistency in that we quote uncertainties of -1% for the 15-group nickel 
results, but disagree by larger amounts with the standard hydrogen cross section. Work is continuing in 
an attempt to understand this difficulty, but it is not apparent to us that the problem is necessarily pres- 
ent for the nickel data. 

Results of this work which will impact future measurements include (a) rerunning the polyethylene- 
carbon matched sets together with an open-beam measurement so the carbon cross section can be 



extracted and checked, (b) readjusting the bias levels 3 and 4 to achieve better separation of the back- 
ground components [i.e., 'O~(n,cwy) in bias 3, H(n,y) in bias 41, (c) improved monitoring of the varia- 
tion in beam power intensity which is needed to evaluate the deadtime uncertainty, and (d) development 
of a better beam monitor system. 

The nickel cross-section data, selectively averaged to 13,696 channels, and the corresponding total 
uncertainties shown in Fig. 26, have been sent to the National Nuclear Data Center at Brookhaven 
National Laboratory. If a covariance matrix for the nickel data is desired in some energy grouping 
other than reported in this paper, it can be obtained by contacting the authors. 
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APPENDIX A. EFFECTS OF NEUTRON INTENSITY VARIATION ON THE DEADTIME CORRECTION 

In this appendix are derived the general formulas for the deadtime correction for the multiple stop- 
per-start mode, in the case where the intensity but not the shape of the incident neutron flux varies 
from pulse to pulse. We begin by considering the number of counts registered by the detector at time t 
due to a single pulse. Although experiments necessarily involve only discrete time intervals, it is never- 
theless expedient to first consider continuous times in order to correctly describe deadtime effects. 
Eventually we shall integrate over channel width and sum over the number of pulses in order to obtain 
the quantity which is needed for the deadtime correction. 

Consider first the nth pulse out of a total of N (where N -- 10' for a typical ORELA experiment). 
Let Xn(t)dt represent the number of counts registered by the detector during infinitesimal time interval 
dt at time t. Since the time digitizer is "dead" (i.e., unreceptive to additional signals) for time D follow- 
ing reception of a signal, it follows that the the integral of X,(t) over a time interval of length D at any 
time will be either 0 or 1. It also follows that 

i.e., a count cannot be registered at time t if the detector is dead at time t. 

Let Zn(t) represent the number of neutrons which would have been registered by the detector at 
time t for the nth pulse, if the deadtime D were zero. [For example, if deadtime D were zero, Zn(t) 
would exactly equal Xn(t).] This quantity Zn(t) is the product of two terms: 

(1) The flux an(?'), where t' is the time at which the neutron leaves the source. If Tp represents 
the pulse width (Tp - 7 nsec for the present measurement), then t' ranges from 0 to Tp (see Fig. A-1). 

(2) The "system response" R(t-t') where t-t' is the time required for a neutron to travel from 
source to detector, leaving the source at time t1 and arriving at the detector at time t (see Fig. A-1). 
This system response is in fact the physics which the experimenter is hoping to measure; e.g., in a trans- 
mission experiment R(t-t') is the transmission through the sample for a neutron of energy E a (?-?')-*. 

Multiplying flux by response and integrating over pulse width give 

for the number of neutrons available to be counted. 

The usual assumption made at this point in the derivation of the deadtime correction is that the flux 
cPn(tt) does not vary from pulse to pulse, i.e., that +, is independent of n. We choose instead to make a 
less restrictive assumption, that only the shape of the spectrum of neutrons is invariant but the magni- 
tude may change from one pulse to the next. That is, we set 
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where Fn is a random number which, when averaged over all n (i.e., over all pulses), is unity. Later we 
shall make specific assumptions regarding the distribution of Fn. 

Substituting Eq. (A.3) into Eq. (A.2) allows us to write Zn(t) in the form 

where 

where Y(t) is independent of n. Since Zn(t) represents the number of counts available to be detected, 
and Xn(t) is the number of counts actually detected, the two may be related via the deadtime factor 
given in Eq. (A.l): 

where we have used Eq. (A.4) for 2,. 

To obtain an expression which corresponds to the raw data measured in an experiment, Xn(t) must 
be integrated over channel width and summed over pulses. That is, the total number of counts Ci 
which the detector registers for channel i is given by 

Similarly, the total number of counts Cti which the detector would have registered for channel i if 
deadtime were zero is given by 



Since Cri is the quantity which the experimenter would measure if he could, our goal is now to obtain a 
relationship for Cri in terms of Ci. 

We start with Eq. (A.6), sum over pulses n, and rearrange: 

Substituting this expression for Y(t) into Eq. (A.8) gives, after some manipulation, 

(A. 10) 

2 Fn 5 
n = l  I - D  

1 - N 

This is an exact equation for Cfi,  subject to only one challengeable assumption (that being that the 
shape of the flux is the same for all pulses). It is, however, not a particularly useful equation since it is 
in terms of Xn(t) rather than in terms of measurable quantities Ci. To remedy this shortcoming, it is 
necessary to make additional assumptions and approximations. 

Assumption. The flux intensities Fn average to 1 with variance t?. Moreover, this variance is 
known only to within A$. Translating these words to equations, we have 

and 

l N  - 2 (F,, - 1)2 = t? (within A$) . 
N n = l  

(A. 12) 



Further, assuming the distribution is symmetric around 1 gives 

(A. 1 3) 

Approximation: The second term in the denominator of Eq. (A.lO) can be evaluated by considering 
the iterated form of Eq. (A.6): 

I 1 7 (A. 14) 
xn( t )  = F,,Y(~) - F;Y(~) J Y ( T ) ~ T  + F;Y(~) J Y ( T ) ~ T  J y(rl)drl + . . 

1-D 1-D r-D 

Summing over n and dropping all but the first two terms give 

(A. 15) 

and 

(A. 16) 

These approximations are justified by noting that, at a typical ORELA count rate of three counts per 
X 

burst, the value of S Y(rl)drl is -3D/T where T is the time between bursts. For D - 1100 nsec, 
X-D 

T--1200 psec, the value of that integral is 3 X Terms of this order will be neglected. 

Substituting Eqs. (A. 11) to (A. 13) into Eqs. (A.15) and (A.16), and letting I represent the integral 
in these equations, give 

(A. 17) 



and 

(A. 18) 

The largest value of u2 obtained to date at ORELA is <0.05; it is therefore legitimate to drop terms 
-u21. Solving Eq. (A. 17) for Y, substituting into Eq. (A.18), and dropping terms on the order of a21 
or smaller, give 

zFnXn(tj  -- [(I + u2) - (1 + 3$)1 + (1 + $ ) 2 1 ] z ~ n ( t )  (A. 19) 
n n 

Equations (A.20) and (A . l l )  are used to rewrite Eq. (A.lO) into the form 

where we have introduced the notation 

so that the experimentally measured raw data corresponds to 



Further simplification of Eq. (A.21) requires additional approximations for the integration limits in 
the denominator. Let i l  represent that channel for which 

and i 2  represent that channel for which 

Figure A-2 illustrates these relationships. Note that it is possible, but not necessary, that i l  = i 2  - 1. 

The integral in the denominator of Eq. (A.21) may then be broken into pieces as 

Normally the third term is approximated by setting the lower limit t-D equal to a channel boundary ti,, 
where i3  is in the range i l  < i3  < i2. This term can then be combined with the second term, yielding 

The work reported in this paper uses this approximation. An alternative is discussed at the end of this 
appendix. 

Two methods have been used to treat the first term in Eq. (A:27). The first is to treat it exactly. 
In that case the integrand in Eq. (A.21) is a logarithmic derivative; the integral is 

This is the form reported by M. S. Moore (M080) in his Eq. (2), with $ = 0. In the appropriate 
limit (2  small), Eq. (A.28) also agrees with Moore's Eq. (10) for deadtime correction including varia- 

-- 

tion in flux intensity; however, our preference is for the form in our Eq. (A.28), it being the more 
rigorously derived version. 
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The second method is to treat the first term in Eq. (A.27) as a constant, equal to I c i .  In this case, 
2 

Eq. (A.21) becomes 

This is the form of the deadtime correction used in this work. It is clear from Eq. (A.29) that variation 
in flux intensity produces an increase in the deadtime correction. 

Finally, let us consider an alternative approximation for the third term in Eq. (A.26) (MA82). 
Note that this term may be written as 

ti> ti, t - D  

6 - D  
c(r)dr = J c(r)dr - J c(r)dr 

ti, t i ,  

which is equal to 

The lower limit t i ,  + D is -- ti and will be set equal to t i .  We now assume that C(T-D) has the same 
shape but perhaps different magnitude as C(T) in the range from ti to t. This is usually reasonable, 
since over a channel width there should be little structure in the counting rates. Explicitly, our assump- 
tion is that 

and the magnitude of a may be estimated as 

(A. 32) 



With this assumption, Eq. (A.26) becomes 

When Eq. (A.34) is substituted into the denominator of Eq. (A.21), the integral may be evaluated 
directly to yield 

Equation (A.35) is the least-restrictive form of the deadtime correction; i.e., it involves the fewest 
approximations and limiting assumptions. 

1 
Finally, if the fi(r)dr is again treated as a constant, equal to -Ci, we obtain the form analogous to 

1. 
2 

Eq. (A.29): 

This form is possibly easier to manipulate than Eq. (A.35), yet may for some experiments offer signifi- 
cant improvement over the version currently in use at ORELA [Eq. (A.29)]. 



APPENDIX B. METHOD OF ESTIMATING (1 + u2) 

Our description of the deadtime correction (see Appendix A) requires knowledge of the value of u2, 
which we defined as the variance of the distribution describing the combined intensity variations due 
both to pulse-to-pulse variations and long-term drifts. Because C? was not measured directly in this 
experiment, it is necessary to estimate u2 based on the information which is available. Two types of 
information are available: short-term (pulse-to-pulse) variation in intensity (as measured over a time 
period of a few seconds), and the monitor and trigger counts for each of the --10-minute cycles for a 
given run. In this Appendix, we describe a method whereby these two pieces of information may be 
used to estimate u2, and is valid for the case where the power variation between cycles is less than 
20-30%. 

We begin by modifying the notation somewhat from that used in Appendix A. Let Fjk represent 
the magnitude of the neutron flux for the jth pulse within the kth 10-minute cycle. That is, Fjk is 
exactly equal to F,, defined in Eq. (A.3), if n is set equal to 

where Tkt is the number of triggers in the kith cycle. By direct comparison with Eq. (A.l l), we see 
that 

where K is the total number of cycles for the run and where 

is the total number of triggers for the run. Similarly, Eq. (A.12) becomes 

or, using Eqs. (B.2) and (B.3), we can write this as 



Our goal is to evaluate 1 4- a* by estimating values for the summations on the left-hand side of Eq. 
(B.5). 

Recall from Eq. (A.3) that the flux for the jth pulse in the kth cycle is given by Fjk@(tl). Let mjk 
represent the (deadtime corrected) monitor counts; mjk is directly proportional to the integrated flux. 
Thus, we may write 

where I is a constant. To determine the value of I, define mk as the monitor counts for cycle k, that is, 

and the value of mk is a known quantity. We also define m to be the total monitor counts for all cycles 
(i.e., for a run) 

Since the mk are known, m is also known. If we sum Eq. (B.6) over both j and k, and compare 
with Eqs. (B.2) and (B.8), we find 



so that mjk is related to Fjk via 

The short-term (pulse-to-pulse) information available for this experiment consists of the frequency 
distribution of mjk for a small number of triggers, say n, where n << Tk. The mean and variance of 
this distribution may be calculated as 

and 

(B. 10) 

Equations (B.lO) and (B.ll) may be taken as the definitions of pk and a:. The relative variance a: 
was found by measurement to be essentially independent of k, and to have a value of -0.02. The value 
of pk was not directly determined. 

We now make the approximation that drifts in the ORELA flux intensity do not occur within a 
10-minute cycle but only between cycles. That is, we assume 

or from Eq. (B.7) 

(B. 12) 

Likewise, Eq. (B. 1 1 ) becomes 



Substituting the value of m$ from Eq. (B.9) into Eq. (B.13) and rearranging give 

Summing over cycles k and rearranging give 

Comparison of Eq. (B. 15) with Eq. (B.5) gives the final result for our approximation for 1 + 2: 

(B. 13) 

(B. 14) 

(B. 15) 

(B. 16) 

mk and Tk are the monitor counts and triggers for the kth -10-minute cycle, m and T are the summed 
monitor counts and triggers for the run, and a: is the variance of the flux intensity distribution 
described in Sect. 4.1 of this report. 



APPENDIX .C. MONITOR UNCERTAINTIES DUE TO DEADTIME CORRECTIONS 

In this Appendix we describe the deadtime corrections necessary to determine the uncertainties asso- 
ciated with the monitor counter. For each cycle we store the triggers, valid stops, and house monitor 
counts, but not the individual spectra from the NE110 detector. The house monitor and the BF3 moni- 
tor spectra are not taken as part of the measurement. Since the BF3 detector averages one count per 
two triggers, deadtime effects are not a problem for the detector. The house monitor averages 11 
counts per trigger, and during preparation of this report we obtained a time-of-flight spectrum from this 
detector to determine if deadtime corrections must be made. The spectral shape showed that the num- 
ber of counts dropped by a factor of 60 over the 551 psec looking time, with half of the integrated 
counts coming in the first 73 psec after the gate opened. Estimating a maximum deadtime of 1 psec 
for this detector system, the maximum deadtime correction is calculated to be ==4%. Since this would 
be the same for both sample-in and -out, it would cancel out, assuming no spectral shape changes. 
Thus, we do not correct the house monitor counter for deadtime. 

Since we do not store the individual spectra from the NE110 detector for each cycle, we must make 
some approximations to estimate a deadtime correction factor for each cycle. First, we assume that the 
spectral shape does not change appreciably for each cycle, thus we get an average spectrum by dividing 
the counts in each channel of the spectrum by the number of cycles in the run. We then deadtime cor- 
rect this average spectrum for a few cycles, using the correct number of triggers for each cycle. An 
average deadtime correction for the nth cycle is then extracted via 

This average deadtime correction factor can then be used to correct the valid stops for the particular 
cycle under consideration. 

However, since the deadtime correction program takes about 5 minutes to run for each cycle, and 
we have 60-70 cycles to correct for a given run, it is prudent to make another approximation. The 
expression for the deadtime correction factor for channel j and the nth cycle is (see Sect. 4.1 and Eq. 
(4.1) of text) 

Our objective is to be able to directly estimate <D>" from Tn, thus eliminating the computation of 
<D>' from the deadtime correction program. Recall that the quantity 



represents a sum over selected channels in the kth bias level spectrum; the range of the sum over i is a 
function of the bias level k. Our next approximation is to replace Eq. (C.3) by a parameter 
corresponding to an average number of counts, and is dependent only on an average deadtime period 
AT. 

This approximation is independent of the sum over i and is consistent with the concept of an average 
deadtime correction factor. Substituting Eqs. (C.4) and (C.2) into Eq. (C.l) 

Thus, 

or we have our desired result 

To evaluate <OAT, we solve for <C>Ar 



Using values for Tn and <D>" from the few cycles for which we did the full deadtime correction cal- 
culation to obtain <D>", we find an average value of = 90641 f 59 for sample-in, and 
128627 +. 210 for sample-out. Substituting these values in and recalculating <D>" with these approx- 
imations, we find agreement with the correct <D>" to better than 0.05%. Thus, we have used these 
approximations as represented by Eq. (C.9) to calculate the deadtime corrected valid stops for each 
cycle. 
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APPENDIX D. AVERAGED CROSS SECTION RESULTS 

In this appendix we present numerical values of the averaged energies and cross sections, and the 
statistical, systematic, and total uncertainties as described in Sect. 6.2.6 of this report. The energies are 
given in MeV, cross sections in barns, and uncertainties (standard deviations) in percent. 

For compactness, these results are on microfiche attached to this report. 
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