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Basic features 
• Treatment of asymmetric uncertainties 

• Outlier detection 

• Eight averaging procedures 

• Multiple data set handling 

Data visualization 
• Gaussian View 

• Point view 



 Chauvenet’s Criterion 
• Does not consider uncertainties of individual data points 

• Sets arbitrary cut-off for deviation from the unweighted 
average 

• Single outlier identified, iterated for multiple outlier 
detection; this is very dangerous! 

 Peirce’s Criterion 
• Again does not consider uncertainties 

• Based on principle that a subset of points should be 
outliers if the likelihood of the entire data set is less than 
the likelihood of the data set with the subset removed 
multiplied by the probability of the existence of that 
number of outliers 



Birch’s Criterion 
• Considers uncertainties 

• Identifies outliers with respect to a particular 

recommended result if the difference is not 

consistent with 0 within a specified confidence 

level 



Unweighted Average 

Weighted Average 

Limitation of Statistical Weighted (LWM) 

Normalized Residuals Method (NRM) 

Rajeval Technique (RT) 

Method of Best Representation (MBR) 

Bootstrap, with uncertainties considered 

Mandel-Paule Method 



Gaussian View 
• Each measurement and associated uncertainty is 

used to define a Gaussian (Normal) distribution 

for the data point 

• These distributions may be summed and re-

normalized to obtain a “mean probability 

density function” to represent the entire data set 

• Results of different averaging methods also 

viewed at Gaussian distributions may be 

compared with this representation 



Point View 
• Each measurement plotted as a point with error 

bars indicating the uncertainty 

• The different averaging results may be 

compared with the data by adding them to this 

plot as a line with shaded band indicating the 

uncertainty 














